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Preface

Businesses that grow by development and improvement do not die. 
But when a business ceases to be creative, when it believes it has reached perfection 

and needs to do nothing but produce – it is done

Henry Ford

The process of globalization and changes in the conditions of management and compe-
tition entailed the necessity to change the functioning of enterprises. The ability to adapt to 
the environment (e.g., suppliers, customers, competitors, cooperating companies, and busi-
ness partners) and the requirements of market economy determine the effects of operational 
activities and development opportunities for each enterprise. The adaptation of companies to 
a changing environment manifests itself through the implementation of various innovative 
and restructuring projects. On the one hand, the market economy creates specific conditions 
for the enterprise, thanks to which it can achieve its goals, on the other hand, it sets require-
ments to ensure a relative stability of its existence and development opportunities.

Development in general is understood as a process of changes occurring over time. In 
the case of an enterprise, it may concern either part or the entire enterprise, and refer to all 
areas, i.e. goals, structure, technology, as well as the human resources. The essence of organi-
zational development can be interpreted in two ways: as closing of the so-called development 
gap (developmental discrepancy) or as a process of improving the place that the organization 
occupies in the environment.

Enterprise development in general means coordinated changes in the company’s sys-
tems, adapting them to an ever‑changing environment. These adjustments are efficient if 
they ensure that the enterprise achieves and maintains a competitive advantage, which is 
a prerequisite for its duration on the market. Enterprise development in practice, therefore, 
means: introducing new elements into the enterprise system, improving the quality of ex-
isting elements in the systems and changing systems structures. Development is primarily 
a qualitative phenomenon of introducing innovations (product, process, structural ones as 
well as innovations in the organizational and management fields). The necessity of enterprise 
development results from constant changes in the environment and in order to adapt to them 
one should constantly make changes in the enterprise, i.e. develop it.
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An enterprise wanting to define an effective strategy for its development must take into 
account many different factors coming from outside and inside the organization. Thus, this pub-
lication covers various issues related to the selected aspects of the functioning and development 
of enterprise, including: implementation of innovative activities, improvement of the efficiency 
of selected business processes, application of IT systems to knowledge dissemination processes, 
digital transformation, project management, corporate social responsibility (CSR), and finally 
contemporary employee motivation, with particular emphasis on employees of the SME sector.

The monograph consists of 16 chapters devoted to the above‑mentioned issues. The first 
chapter deals with issues related to entrepreneurial orientation (EO). The authors investigate 
various subjective and objective measures, including self-descriptive scale, that can be used 
to assess entrepreneurial orientation. Their findings suggest that EO is correlated with tested 
objective indicators and, consequently, that EO fairly closely approximates behaviors. This 
implies, that EO can be assessed with both subjective and objective measures. Their study 
offers to practitioners some suggestions for diagnosing their organizations in terms of EO, 
which can lead to organizational development.

Chapter 2 is devoted to the core competences of companies. The authors point to the 
open innovation as the strategic chance for building and enhancing companies’ core com-
petences. They present the developed model that takes a form of a closed system, which 
includes the mechanism of a company’s self‑improvement and which is powered from the 
outside, through the conscious use of the concept of open innovation. Thanks to this concept, 
a company can improve its core competencies, as well as create higher value for its custom-
ers, which directly leads to strengthening its market position. The authors conclude that the 
exploration of the corporate concepts should rely on the two classic concepts of strategic 
management, i.e., the resource concept and the network of relationships concept.

Chapter 3 presents the phases of implementation of a prototypical web allocation that 
uses Google ecosystem to improve the efficiency of selected business processes. By using 
the simulation experiments conducted in iGrafx 2011 tool the authors compare various im-
plementation scenarios with respect to adopted KPIs. The most effective scenario, that fits 
the management’s expectations the best, is supported by a prototypical web application. The 
accuracy of use of Google ecosystem for supporting business processes is tested in three 
enterprises operating in various lines of business.

Chapter 4 shows the beginnings of the digital transformation in a service company, 
occurring thanks to the implementation of the Lead method. Additionally, the authors ana-
lyze the reasons of the failure of the implementation of the Lead method. The results of the 
conducted research indicate that, contrary to assumptions, the rooting of the digital transfor-
mation is not easy. The reasons for failures lie within the analyzed company and emerge from 
many areas: awareness of the needs of digital transformation, lack of appropriate competenc-
es, leaving front-line co-workers without relevant training, little support for the implementa-
tion of the Lead method by the top management.

Chapter 5 presents the application of IT systems in the processes of knowledge diffusion 
within an organization. The authors present effective IT systems and applications which can 
assist managers in overcoming one of the most significant impediments to proper diffusion 
of knowledge, namely technological barriers. The continuous development of the ICT sector 
results in an increasing number of executed projects and employees in IT companies, which, 
in turn, entails the necessity to use one of the project management methodologies.
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That is why the next chapter (Chapter 6) presents the results of a survey conducted in 
IT companies operating in Małopolska (region of Poland), in which project managers were 
asked to point out project management methodologies and techniques they knew and they 
used in their daily practice.

Chapter 7 addresses an important issue related to the functioning and development of 
the organization, namely investment in industrial enterprises. The authors investigate the 
dynamics of the nonlinear Hicks-type model with cubic investment function. They determine 
the equilibria and investigate their local asymptotic stability. The authors present as well the 
bifurcation diagrams for two relevant parameters and localize those values, for which the 
system indicates cyclical or complex behavior.

The investments are dealt as well in Chapter 8, but this time the authors aim is to analyze 
the impact of the value growth of fiscal instruments and its delay on the increase in the level 
of investments of industrial enterprises in Poland in the years 2003–2016.

Chapter 9 also remains on the topic of investments, but implemented in the SME sector. 
The author compares the dynamics of SME investments with the dynamics of the number of 
these enterprises, the number of employees in SMEs, changes in gross value of fixed assets, 
revenues, gross profit and production value. It was shown that the development rate mea-
sured by these measures is correlated with the dynamics of investments.

The role of foreign direct investment (FDI) in stimulating innovation in the economy 
and enterprises is discussed in Chapter 10. In the studies and analyses carried out by the 
authors, particular attention is paid to the decisions made by foreign investors regarding 
their activity in innovative sectors. Theoretical aspects related to the transfer and diffusion of 
innovations via FDI are presented in the context of the synthetic analysis and the evaluation 
of the impact FDI had on innovative sectors in Poland in the years 2011–2016.

Continuing the topic of foreign markets, chapter 11 is devoted to evaluation of the com-
petitiveness of new member states of the European Union (EU-13) in comparison to member 
states forming the so‑called ‘old 15’ in terms of international trade in agri‑food products. The 
study was based on data from ComExt – EUROSTAT databases from 2004, 2010 and 2016. 
The evaluation was performed using the following indicators: Revealed Comparative Advan-
tage (RCA), Trade Coverage Ratio (TC) and Intra-Industry Trade Index (IIT).

Chapter 12 remains in the field of entrepreneurship. The author examines the opportuni-
ty perception and entrepreneurs’ motivation, as well as their association with entrepreneurial 
orientation (EO) and innovativeness in small and medium-sized enterprises. The research 
sample is 108 SMEs from Małopolska (region of Poland).

Chapter 13 presents the results of empirical research conducted in the form of a ques-
tionnaire. 126 correctly completed questionnaires were received and on this basis a system of 
motivating employees in manufacturing enterprises was developed.

Chapter 14 presents the results of research on the relationship between Corporate Social 
Responsibility and the competitiveness of enterprises. The authors verified two research hy-
potheses are proposed with regard to the impact of CSR and advertising and public relations 
on enterprise competitiveness. The hypotheses are verified by means of factor analysis.

The subject of CSR continues in Chapter 15. The authors examine how CSR imple-
mentation to enterprises impacts on the levels of their competitiveness, i.e., the ability of an 
enterprise to succeed at economic competition against other enterprises. The competitiveness 
is analyzed in three dimensions: competitive standing of enterprises, competitive potential 



of enterprises, and instruments of competition. Results of the author’s own research are pre-
sented into a group of 264 large enterprises in Poland, designed to evaluate significance of 
selected factors of enterprise competitiveness.

Last chapter is related to the functioning of a virtual organization. An attempt is made to 
answer research questions: What model or approach should be used in the process of building 
an optimal organization from the point of view of changes taking place in the environment? 
What valued tendencies in the economy should be taken into account to build a company in 
the new economic reality? What organizational structures will be optimal in the process of 
building a 21st century enterprise? How should individual and team work be organized in 
a modern organization?

Jerzy Duda 
Iwona Skalna
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CHAPTER 1

Entrepreneurial Orientation:  
is It Subjective Belief, or Objective Behaviour, or Both?

Mateusz Codogni1, Joanna Duda2, Rafał Kusa3

1 AGH University of Science and Technology, Poland, mcodogni@zarz.agh.edu.pl 
2 AGH University of Science and Technology, Poland, aduda@zarz.agh.edu.pl 
3 AGH University of Science and Technology, Poland, rkusa@zarz.agh.edu.pl

1. Introduction

Entrepreneurship is an area of numerous new developments in practice and theory, and 
also of much interlocking of both. One of the examples is entrepreneurial orientation (EO) 
that reflects organizational behaviors and attitudes towards opportunities. This concept is 
widely recognized and utilized in entrepreneurial research, and offers possibility for organi-
zational diagnosis and development. This is one of the examples of how managerial science 
can contribute to business practice.

There is ongoing discussion concerning the EO, that pertains to: its nature (multi- or 
unidimensional), a set of dimensions comprised in EO, and to measurement scale. Most EO 
scales are self-descriptive, based on subjective measures. This is represented by the scale 
proposed by Covin and Slevin [1] that dominates in the EO research and has proven its 
validity in numerous studies. However, this approach provokes the question: what is the 
relationship between attitudes declared by managers (reflected in such EO scales) and actual 
entrepreneurial behaviors of the company. This question is especially important in context 
of managerial implementation of EO scales and their practical relevance for organizational 
development. Since research shows the impact of EO on firm performance, the improvement 
of the EO methodology is important both for theory and practice. One of available ways of 
its enhancement is the implementation of objective measures that reflect entrepreneurial be-
haviors. The inclusion of objective measures can increase the researchers’ and practitioners’ 
ability to assess EO based on different types of data, depending on its availability.

This study refers to EO and its objective measures. The aim of the study is twofold. 
Firstly, it aims to examine whether EO measured with the subjective self-descriptive scale 
proposed by Covin and Slevin, is a valid predictor of entrepreneurial behaviors of a compa-
ny. Its second goal is to test objective measures of EO in terms of their utility, association 
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with subjective measures and reliability of scales that use them. To this end, the declarations 
expressed in self-descriptive scales are confronted with behaviors observed within organiza-
tions and expressed in objective measures.

The structure of the chapter is as follows. Firstly, it describes EO concept and measure-
ment tools, then introduces the methodology employed in the study. Next, it presents and 
discuss the results of the study and its limitations. And finally, it presents the implications of 
this study and propose recommendations for the future research.

2. Conceptualization of entrepreneurial orientation

Entrepreneurship is a process by which “opportunities to create future goods and ser-
vices are discovered, evaluated and exploited” [2: p. 218]. Hisrich, Peters, and Shepherd 
identify entrepreneurship with “behaviors that are related to the creation of value through 
the exploitation of opportunities in novel and innovative ways” ([3], quoted in: [4: p. 58]). 
Entrepreneurship is also perceived as a process that “involves all the functions, activities, 
and actions associated with the perceiving of opportunities and the creation of organizations 
to pursue them” [5: p. 14] Entrepreneurship can also be perceived as a set of attitudes, such 
as the desire to achieve, the passion to create, the yearning for freedom, the drive for inde-
pendence, and the embodiment of entrepreneurial visions and dreams through tireless hard 
work, calculated risk-taking, continuous innovation, and undying perseverance [6: p. 704].

Entrepreneurship is understood to be a trait of organizations. It reflects the entrepreneur-
ial behaviors, “formal or informal activities aimed at creating new business in established 
companies through product and process innovations and market developments” ([7: p. 261] 
quoted in: [8: p. 31]). This concept shows that the entrepreneurial process does not end when 
the organization is founded, but it is continued within that organization.

Organizations vary in terms of entrepreneurship. Researchers and practitioners strive 
to measure the level of entrepreneurship in organizations. Morris states that “entrepreneur-
ship occurs in varying degrees and amounts” and suggests the concept of “entrepreneurial 
intensity” [9: p. 18]. Lumpkin and Dess developed a concept of entrepreneurial orientation 
[10: p. 137]. This concept is based on the definition of an entrepreneurial firms, which was 
proposed by Miller. He stated, that “an entrepreneurial firm is one that engages in prod-
uct‑market innovation, undertakes somewhat risky ventures, and is the first to come up with 
‘proactive’ innovations, beating competitors to the punch” [11: p. 771]. As Covin and Wales 
[12: p. 679] note,

the roots of EO research can be traced to the work of Mintzberg (1973). In his theorizing about 
decision-making, Mintzberg conceived of an entrepreneurial strategy-making mode as a man-
agerial disposition characterized by the active search for new opportunities in uncertain envi-
ronments through which dramatic growth might be realized. In a similarly pioneering work ex-
ploring managerial dispositions, Khandwalla (1976/1977) advanced the concept of management 
style as the operating set of beliefs and norms about management held by the organization’s 
key decision makers... [that] when translated into action constitute the organization’s strategy for 
survival and growth. According to Khandwalla, an entrepreneurial management style refers to 
a bold, risky, and aggressive approach to decision making, in contrast to more cautious, stability-
-oriented approach.
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Freiling and Schelhowe, referencing Lumpkin and Dess, write: „the construct of EO 
captures the methods, practices, and decision-making styles that managers or owners use to 
act entrepreneurially. It reflects how a firm operates in value creation regardless of what en-
trepreneurial activities (such as new market entry) it undertakes” [13: p. 170]. A wider review 
of EO definitions is presented in Table 1.

Table 1. Selected definitions of EO

Autor(s) Definition of EO

Khandwalla  
[14: p. 25] 

“The entrepreneurial (management] style is characterized by bold, risky, 
aggressive decision-making”

Miller and Friesen 
[15: p. 5]

“The entrepreneurial model applies to firms that innovate boldly and regularly 
while taking considerable risks in their product-market strategies”

Miller  
[11: p. 771]

“An entrepreneurial firm is one that engages in product‑market innovation, 
undertakes somewhat risky ventures, and is first to come up with ‘proactive’ 
innovations, beating competitors to the punch”

Morris and Paul 
[16: p. 249]

“An entrepreneurial firm is one with decision‑making norms that emphasize 
proactive, innovative strategies that contain an element of risk”

Merz and Sauber 
[17: p. 554]

“[...] entrepreneurial orientation is defined as the firm’s degree of proactive-
ness (aggressiveness) in its chosen product-market unit (PMU) and its willing-
ness to innovate and create new offerings”

Lumpkin and Dess 
[10: pp. 136–137]

“EO refers to the processes, practices, and decision-making activities that lead 
to new entry” as characterized by one, or more of the following dimensions: 
“a propensity to act autonomously, a willingness to innovate and take-risks, 
and a tendency to be aggressive toward competitors and proactive relative to 
marketplace opportunities”

Covin and Slevin 
[18: p. 218]

“Entrepreneurial firms are those in which the top managers have entrepre-
neurial management styles, as evidenced by the firms’ strategic decisions and 
operating management philosophies. Non-entrepreneurial or conservative 
firms are those in which the top management style is decidedly risk‑averse, 
non-innovative, and passive or reactive”

Voss, Voss, and 
Moorman  
[19: p. 1134]

“[...] we define EO as a firm‑level disposition to engage in behaviors [reflect-
ing risk-taking, innovativeness, proactiveness, autonomy, and competitive 
aggressiveness] that lead to change in the organization or marketplace”

Pearce, Fritz, and 
Davis  
[20: p. 219]

“An EO is conceptualized as a set of distinct but related behaviors that have 
the qualities of innovativeness, proactiveness, competitive aggressiveness, risk 
taking, and autonomy”

Source: [12: p. 679]

Anderson et al., have posited that “(1) EO is a multidimensional construct consisting 
of two non-interchangeable dimensions – entrepreneurial behaviors and managerial attitude 
towards risk; (2) there is positive covariance between these two dimensions; and (3) both 
dimensions are fundamentally necessary for EO to exist” [21: p. 1583].
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3. Measurement of entrepreneurial orientation

Numerous tools for EO measurement have been developed. Covin and Slevin have built 
a scale to measure the EO, which is comprised of three dimensions: risk-taking, innovative-
ness, and proactiveness [1: p. 75], and Lumpkin and Dees augmented it by adding two more 
dimensions: autonomy and competitive aggressiveness [10: p. 137]. Some modifications of 
this scale were proposed. One of them is the scale by Hughes and Morgan, who used 18 items 
to measure the dimensions of entrepreneurial orientation and 5 items to estimate the business 
performance of firms at the embryonic stage of development [22: pp. 657–658]. As Rauch 
et al. conclude, as the result of their meta-analysis based on 51 studies: “there is little doubt 
that the original studies of Miller [11] and Covin and Slevin [1] provided the foundations for 
the scales used in subsequent studies. [...]. Miller’s and Covin and Slevin’s original nine‑item 
formulation of the three dimensions innovativeness, proactiveness, and risk taking dominat-
ed with a total of 28 studies” [23: p. 767]. Hence in this study Miller/Covin and Slevin scale 
has been used as EO measurement tool.

The Miller/Covin and Slevin EO scale consists of pairs of statements, and respondents 
assess their agreement with them on seven-point scale (see [12: p. 692]).

What is worth noting in the abovementioned definitions is the use of two distinct groups 
of words. On the one hand, EO is a disposition, set of beliefs, attitude. On the other hand, 
EO is a strategy, behavior, practice, activity, embarking on initiatives. It seems that EO refers 
both to the underlying belief structure and to its manifestation as set of behaviors. In a similar 
way, the EO scale asks the respondents questions concerning what top management favors, 
puts emphasis on, seeks to avoid, prefers, believes, what are its proclivities and what posture 
it adopts, but also the scale contains some questions about the number of new product lines 
and how often innovations are introduced. It seems, however, that while the definitions sug-
gest mostly that EO is a behavioral trait (or rather a set of traits), the EO scale concentrates 
more on the underlying beliefs.

This seems to implicate that there is an underlying psychological model that posits that 
beliefs and behaviors form a strong sequence – if one believes something, one must always 
act it out. There also seems to be an implicit managerial model assuming that the top man-
agement fully controls the company – the management’s preferences, initiatives and deci-
sions are not hindered by any resistance within the company nor by external forces. These 
assumptions are very plausible – to assume otherwise, that beliefs do not affect behaviors 
or that top management does not exert any control over their companies, would be at least 
counterintuitive. However, the exact strength of the link between the top management’s be-
liefs and the firm’s actions needs to be tested. There is an additional concern – if the scale 
that measures EO is a self-descriptive, seven-point Likert-like scale, the respondents might 
understand the questions inconsistently and different respondents might give different re-
sponses in situations where the objective situation is the same. For example, if two people, 
one very high and other very low on trait agreeableness, are asked to describe how aggres-
sive a specific management team is on scale of 1 to 7, the first person might score it signif-
icantly higher than the second. Additionally, subjective scales can suffer from a number of 
flaws, like common‑method bias caused by respondents’ tendency to respond similarly to 
separate questions [24, 25].



13

In this vein a hypothesis has been developed, that EO reflects the entrepreneurial behav-
iors of the company: H1. There is a monotonic relationship between EO and the entrepre-
neurial behaviors of the company measured with objective indicators.

The literature on the subject suggests that the nature of connection between behaviors 
and attitudes is such, that they measure the same construct, although the question whether 
EO is a unidimensional or multidimensional construct is still subject to debate [12]. Hence 
the second hypothesis has been developed, stating that the Miller/Covin and Slevin EO scale 
items, and objective variables describing company behaviors are statistically a single unidi-
mensional construct, which will be tested using Cronbach alpha. Thus, H2: Miller/Covin 
and Slevin EO Scale items and objective variables describing company behaviors are 
statistically a single construct.

4. Research methods

In order to address the abovementioned considerations, a study has been carried out. 
The questionnaire consisted of demographic questions (size, main activity, date of estab-
lishment), a nine-question entrepreneurial orientation measurement tool developed by Mill-
er [11] and Covin and Slevin [1] (and presented by Covin and Wales [12: p. 692], translated 
to Polish), and also of ten questions pertaining to specific entrepreneurial behaviors. Those 
questions were:

 – [Q1] What is the number of employees, whose duties include seeking new market 
opportunities?

 – [Q2] What is the number of employees that have submitted new ideas concerning mar-
ket opportunities in the last year?

 – [Q3] What is the number of ideas concerning market opportunities that have been sub-
mitted by employees in the last year?

 – [Q4] What percentage of their work time can the employees spend on looking for new 
ideas and solutions and carrying out tasks that they set themselves?

 – [Q5] What is the number of business plans and projects prepared in the last three years?
 – [Q6] What is the number of business plans and projects implemented in the last three 

years?
 – [Q7] What is the value of your biggest project/investment that the company has im-

plemented in the last three years (as percentage of income in the year prior to its 
implementation)?

 – [Q8] What is the number of innovations (new products, ways of production, manage-
ment practices, ways of sales and distribution, that are new to the market or previously 
not used in the company) introduced in the last three years?

 – [Q9] What percentage of the income is generated by products that are new to the market 
and introduced in the last year?

 – [Q10] What percentage of the income is generated by products that are new to the com-
pany and introduced in the last year?

Results in Q1, Q2 and Q3 have been divided by number of employees, to convert them 
to fractions and make them more comparable. All the variables have been standardized. All 
calculations have been carried out in Statistica 13.1.



14

The surveyed population was defined as companies:
 – whose primary activity is in the industry defined by PKD (Polska Klasyfikacja Działal-

ności – Polish Classification of Economic Activities): code 26 – manufacture of com-
puter, electronic, and optical products; code 27 – manufacture of electrical equipment; 
and code 31 – manufacture of furniture;

 – that have their place of business in the Małopolska region;
 – that are SMEs.

The sampling frame preparation, sample drawing, and collection of data was carried out 
by the Central Statistical Office of Poland (Kraków branch). A professional staff was hired 
to administer the survey during visits to company facilities. The sample size was 97 compa-
nies, but 7 questionnaires have been discarded due to failure to meet sample criteria or lack 
of answers for crucial questions. The final sample size is, therefore, 90 companies. If any 
data-points in other variables were missing, the company has been excluded from the calcu-
lation of the particular statistical correlation, but not discarded from the sample altogether.

5. Results and discussion

The results of calculations are presented in Table 2. There is low to moderate correlation 
between EO measured with the Miller/Covin and Slevin scale and entrepreneurial behaviors 
of a company. They are all statistically significant at p‑values of 0.05 or less.

Table 2. Spearman correlations between EO index (and its subindexes)  
and company entrepreneurial behaviors

EO index Innovativeness subindex Proactivity subindex Risk‑taking  
subindex

Q1  0.40***  0.33**  0.35***  0.34**

Q2  0.52***  0.49***  0.43***  0.36**

Q3  0.45***  0.42***  0.33**  0.32**

Q4  0.29**  0.27*  0.22*  0.23*

Q5  0.48***  0.44***  0.49***  0.33**

Q6  0.55***  0.49***  0.54***  0.43***

Q7  0.36*  0.31*  0.22  0.28

Q8  0.39***  0.32**  0.38***  0.32**

Q9  0.43***  0.41***  0.37***  0.31**

Q10  0.41***  0.45***  0.30*  0.32**

* p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001
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Of the Q1–Q10, some of the questions are related more to innovative behaviors, while 
others are related to proactivity or risk-taking. Innovativeness subindex is associated with 
the number of employees submitting new ideas [Q2], the number of business plans and proj-
ects implemented [Q6] and prepared [Q5]. Surprisingly, the correlation with the number of 
innovations (new products, ways of production, management practices, ways of sales and 
distribution, that are new to the market or previously not used in the company) [Q8] is rela-
tively weak. It suggests that the innovativeness index reflect involvement rather than results 
of innovative activity of the company. Proactiveness index is strongly correlated with the 
number of business plans and projects prepared [Q5] and implemented [Q6].

EO index is correlated with the number of employees that have submitted new 
ideas [Q2], the number of business plans and projects prepared [Q5] and implemented [Q6] 
in the last three years. What is worth noting that in 8 out of 10 cases EO index is a better 
predictor of entrepreneurial behaviors than any of its subindexes, even the ones that osten-
sibly refer to the same trait, so they intuitively should predict the specific type of behavior 
better. The values presented above show a monotonic relationship between EO and the 
entrepreneurial behaviors of the company measured with objective indicators. Conse-
quently, hypothesis H1 is supported. Additionally, this confirms the position that EO is rather 
an unidimensional construct than multidimensional one.

Cronbach alpha for nineteen variables (nine from the Miller/Covin and Slevin EO Scale 
and ten described above as Q1–Q10) has been calculated. Cronbach alpha equals 0.867, 
which indicates good internal consistency of a measurement tool comprised of these 19 vari-
ables. This suggests that all the variables pertain to one latent construct. Removal of some 
items would increase the Cronbach alpha of the scale very slightly:

 – Q2 – 0.867063;
 – Q3 – 0.8701;
 – Q4 – 0.873663;
 – Q5 – 0.867203;
 – Q7 – 0.873098.

Removal of any other items does not increase the Cronbach alpha. This supports our 
hypothesis H2 that both subjective items of Covin and Slevin EO scale and objective 
variables describing company behaviors are statistically a single construct.

In general, the results of this study imply, that EO can be measured in two ways: with 
subjective self‑descriptive questions reflecting mainly managers’ beliefs and attitudes, and 
with objective measures related to particular entrepreneurial behaviors and their results. As 
stated above, it is a valuable indication both for researchers and practitioners as they pos-
sess different types of data and sources. These results show that these different data can be 
employed alternatively to examine EO. This finding confirms recommendation from other 
fields, e.g. organizational performance [25, 26], to utilize both and objective and subjective 
measures in management research.

Our study has some limitations. Firstly, our sample was relatively small and consists 
solely of SMEs representing only two industries. Secondly, this study refers to only one op-
erationalization of EO, i.e., the one proposed by Covin and Slevin. However, there are other 
scales that reflect more EO dimensions and consist of different questions. These limitations 
indicate further research possibilities.
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6. Conclusions

Entrepreneurial orientation is a construct comprising of variables related to several di-
mensions. The majority of scales employ subjective measures that reflect mainly respondents’ 
beliefs. In this study such measures have been confronted with several objective measures. 
The findings suggest that EO is correlated with tested objective indicators and, consequent-
ly, that EO fairly closely approximates behaviors. This implies, that EO can be assessed 
with both subjective and objective measures. Thus, these results contribute to the theory of 
entrepreneurship, particularly to methodology of EO research, by validating the Covin and 
Slevin EO scale as an acceptable approximation of actual entrepreneurial behavior as well as 
proposing alternative objective measures of EO. The further development of this approach is 
recommended, particularly the examination of other objective indicators of entrepreneurial 
behavior.

The study offers to practitioners some suggestions for diagnosing their organizations in 
terms of EO, which can lead to organizational development.
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1. Introduction

In the long perspective, an organization’s market position is to a large extent determined 
by its core competencies and the ability to use them in the competitive struggle. The complex 
nature of the core competencies, their volatility and limitations are the reasons why the final 
success will depend on the skillful management of these competencies, which will ensure the 
company an access to their sources. Even though a relatively vast amount of attention has 
been paid to the core competences of companies, their understanding, types and significance 
in the subject literature, there have not been enough attempts at the systematization of the 
sources of their origin. This chapter fills this gap, as on the basis on the existing literature 
and the research findings, its authors point to the open innovation as the strategic chance 
for building and enhancing companies’ core competences. Therefore, the chapter aims to 
indicate the areas in which companies can develop their core competences, relying on the 
concept of open innovation. The proposed model is based on the qualitative research in the 
form of individual interviews with top executives of 21 Polish companies.

2. Company’s core competencies

Regardless of the way in which the core competencies of a company are understood and 
defined, all the researchers dealing with this issue agree that they determine its competitive 
advantage. However, M. Bratnicki insists that a company’s core competencies are only sign 
of its potential and until they are combined with resources and used for creating a measure-
able value for the customer, they do not give the company competitive advantage [1: p. 64].

The lack of agreement as to the definition of a company’s core competencies, their com-
plex and dynamic nature are the reasons why a variety of synonyms are used to refer to them, 
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e.g. abilities, skills and processes, or resources. A company’s core competences are partly 
derived from the skills and intelligence of its managers, but also the involvement of other em-
ployees. Therefore, an in‑depth literature study leads to a conclusion that a company’s core 
competences are positively correlated with the unique resource of every organization, which 
is the knowledge of its employees. For instance, G. Gierszewska associates the concept of the 
core competencies with knowledge management, as she believes that they result from the or-
ganizational learning, entrepreneurship, innovation, obtaining and sharing knowledge by the 
company’s staff [2: p. 29]. This approach to this issue implies the internal sources of the core 
competencies, however it does not fully reflect reality. The source of knowledge indispens-
able for creating and maintaining competitive advantage is increasingly frequently located 
outside the company. In the times of the knowledge-based economy, the external relations are 
more and more significant for the development of the core competencies.

Organizations are willing to acquire knowledge from many external sources at the same 
time, both from the closer and the farther environment, i.e. from outside their business sector. 
It is caused by the fact that internal sources are shortly depleted and do not ensure a long-last-
ing development of the company. It means that the sources of a company’s core competen-
cies, which determine its future market position, are to be sought primarily in cooperation 
with other entities, by forming networks of relationships [3: pp. 615–640]. An idea which 
might be a good response to this need is the concept of open innovation, which assumes 
searching for innovative solutions in an organization’s environment, making contacts and 
inviting stakeholders to cooperate, as well reaping the benefits of the available resources, 
which the company could not access otherwise.

Regardless of their sources, a company’s core competencies evolve, as they are dynamic 
by nature. Ignoring this fact may eventually reduce the company’s potential for competitive 
struggle. Therefore, what is of the key significance here is the process of managing the core 
competencies, which consists of four elements:

1) identifying and reaching sources of competition,
2) creating, enhancing and developing competition,
3) using the core competencies for achieving the company’s goals,
4) using the collected resources for renewing the core competencies or acquiring new ones, 

so as to ensure the continuity of competition.

In the light of the foregoing considerations, the following conclusions seem to be par-
ticularly noteworthy:

 – The foundation of a scientific discussion about a company’s core competencies is the 
resource theory, which, in the broad terms, sees the sources of these competencies in-
side the organization. However, this approach to the problem does not stand the test of 
time, as a growing number of researchers strongly stress the role of the environment in 
shaping a company’s core competencies.

 – The possession of the core competencies is not equivalent to the company’s competitive 
advantage, as the competencies only indicate the organization’s potential for achieving 
this advantage.

 – The core competencies of a company can lead to the achievement or the enhancement of 
its competitive advantage only on condition that they are used with the view to creating 
value for customers.
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 – The phenomenon of the core competencies is indefinite, i.e. it is difficult to identify by 
the market competition, thereby it is hard to imitate.

 – A company’s core competencies, especially the key (strategic) ones, are of the extreme 
significance for the process of strategic management, creating new value for customers, 
implementing innovation and a skillful adaptation to the constantly changing environment.

In the view of all these facts, there appears to be a question of how to manage the core 
competencies, taking into account their uniqueness, precarious nature, complexity, but also 
their sources of origin and relations with other elements of the organization, as well as with 
the environment. The further part of the chapter is an attempt to offer a solution to this prob-
lem, by presenting a management model of the core competencies based on the concept of 
the open innovation.

3. Potential of open innovation  
for creating core competencies of company
The basis for innovation is the knowledge which is widespread in the global network so-

ciety. Open innovation results from the purposeful inflow and outflow of knowledge, which 
accelerate the internal innovation in a company. The open approach means that companies 
should to a larger extent use external ideas and technologies in their business, as well as let 
other companies use their ideas which they do not presently need [4].

In the open innovation model, the role of external partners is not limited to the source 
of ideas at the stage of generating new solutions, but it also includes the other phases of the 
process, i.e. filtering and selection of ideas, their development into innovation, testing the 
created solutions, their commercialization, as well as the diffusion of innovation. A skillful 
integration of internal and external solutions in the open innovation model is the key to creat-
ing new, more advanced combinations of knowledge and giving a company the competitive 
edge over the competition, which is a chance for the market success. The open innovation 
approach means systematic stimulation of internal and external sources of innovation and 
analyzing them, which integrates research with a company’s opportunities and resources 
[5: pp. 319–331]. The core of the open innovation model is sharing knowledge with the envi-
ronment and obtaining innovation from outside [6: pp. 287–302]. According to Chiaromonte 
[7: pp. 111–114], mixed open innovation assumes building formal and informal networks, as 
well as undertaking cooperation with external stakeholders at various stages of the innova-
tion process. The cooperation allows for the exchange of knowledge, mutual learning, as well 
as sharing the benefits from the jointly developed solutions [6: pp. 287–302].

The concept of open innovation emphasizes the role that external stakeholders play in 
creating the core competencies of a company and the success of its strategy on the market. 
Particularly traders, buyers and end‑users have a significant function as an essential element 
of the demand side of innovation. It is important to know the stakeholders’ opinions on in-
novation so as to, on the one hand, adapt the company’s offer to their identified needs and 
desires and, on the other, deliberately shape them. Increasingly frequently, not only the stake-
holders’ so‑called overt knowledge is used, i.e. their comments and remarks about products, 
but also the covert knowledge is obtained, e.g. through the observation of the way a product 
is used in practice and its adaptations inadvertently introduced by the users [8: pp. 135–147].
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The key challenge for open innovation is creating synergy between the people from the 
inside and the outside of the organization, so implementing open innovation should begin with 
the identification of the open innovation network – i.e. a trusted network of external partners. 
However, the implementation of open innovation primarily depends on establishing the open 
mindset of internal and external participants. Therefore, companies must invest in activities 
which foster and stimulate the open, innovative mindset of their employees, through organiz-
ing workshops and training courses, building trust among the staff, offering them a space for 
discovering open innovation and taking autonomous decisions, as well as removing barriers 
to thinking processes, by showing that open innovation creates value for the customers and, 
by the same token, a new value for the company [9: pp. 45–48, 10: pp. 181–202]. A number 
of pioneer companies established organizational structures which support and systematize 
open innovation initiatives. Some companies have an integrating approach and introduce 
dedicated functions for coordinating incoming and outgoing innovation, whereas others cre-
ated more specialized units for managing out-license activities, or strategic research and 
development alliances. Both of these organizational approaches help to reduce the staff’s 
aversion to implementing open innovation [9: pp. 45–48]. On the other hand, the open ap-
proach to innovation should be also promoted outside the company, e.g. by means of free 
webinars, or good practice presentations for external partners [10: pp. 181–202]. Cooperation 
between companies should be considered a dynamic relationship, as it is a part of a broader 
picture of the partners’ needs, so it is likely to change in time [11: pp. 171–186]. On the basis 
of research findings, Rangus claims that stimulating all types of open innovation practices 
strengthens the company’s innovation performance [12: pp. 475–495].

4. Research method

With a view to verifying the assumption that seeking and using open innovation posi-
tively affects the development of the core competencies of a company, a series of in‑depth 
interviews was conducted in 2018. The research tool was a partly structured interview script. 
The participants were top executives from large and medium-sized companies in Poland, 
representing the industrial, financial and trade sectors. On the whole, 21 interviews were con-
ducted, some of which were divided into three rounds, so as to achieve a better insight into 
the issue. The starting point and the basis of the discussions was the model of a company’s 
core competencies proposed by Prahalad and Hamel [13: pp. 79–91]. It was evaluated from 
the point of view of its potential for application, but it was also an inspiration for developing 
a new, original proposal for a model, which will take into account open innovation as the 
source of the core competencies of a company.

5. Model of developing company’s core competencies  
based on open innovation

An inspiration for creating the model of developing core competencies on the basis 
of open innovation was the interpretation of the core competencies proposed by Prahalad 
and Hamel. These researchers defined the concept of the core competencies, which, in their 
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opinion, appear in the process of organizational learning and which can be enhanced and con-
solidated in the form of the implemented technological innovation. According to these au-
thors, a company may gain competitive advantage in a short time, by means of low prices, or 
high quality of products, but these solutions can be easily imitated by the competition, which 
undermines the value of this advantage. However, in the long run, a company can ensure 
the competitive advantage through its core competencies, which enable the creation of new, 
innovative and hard to copy solutions and products, representing a high value for the cus-
tomers, as well as the continuous improvement of the organizational performance. Moreover, 
Prahalad and Hamel see the managers’ ability to create technologies and to implement them 
in the production processes as another source of advantage. These researchers explained the 
role of the core competencies for creating competitive advantage, by comparing a company 
to a tree, with three parts:

1) the roots, which reflect the company’s core competencies and provide essential resourc-
es for the proper development of the organization;

2) the trunk and the limbs, representing the company’s strategic products, which determine 
the structure of the business units in the organization;

3) the leaves, the flowers and the fruit are symbols of the finished products offered to the 
customers.

The empirical analysis and the interpretation of Parahalad’s and Hamel’s model reveal 
a few weaknesses and lead to the following conclusions:

The described concept of a company’s core competencies focuses on the external sourc-
es of its origin.

 – the presented model suggests a unidirectional process of creating value, from the pos-
sessed core competencies, through the implemented technological innovation, to the 
products manufactured and offered to the customers;

 – the improvement of the core competencies results from a company’s internal orienta-
tion, particularly on its resources and the ability of self-development;

 – interactions with the environment usually take the form of inside – outside, are uni-
directional and exclusively customer‑oriented, disregarding the other company’s 
stakeholders.

Seeing the chance for development inside the organization, the unidirectional nature of 
the processes, as well as the narrow perspective of the market, which takes into account only 
the competition and the customers are the biggest limitations of this model. In the 21st cen-
tury, companies develop primarily thanks to the broad relationships with the environment, 
which provides them with ideas and resources indispensable for effective competition. They 
incorporate into their organizational processes not only their prosumers, but also other en-
tities interested in cooperation, creating multiplane networks based on multidirectional ex-
change of information [11: pp. 171–186, 14: pp. 1235–1253, 15: pp. 21–29, 16, 17: p. 75]. 
The concept of open innovation has become a benchmark of success in the contemporary 
business, as in the times of the weakening ability of companies to single-handedly face chal-
lenges, it appears to create a new system of market forces, which, on the one hand, stimulates 
companies to be more active in their closer and farther environment and, on the other, opens 
new, previously unknown opportunities for development.
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The proposed model of developing the core competencies of a company on the basis of 
the open innovation is a modified and improved version of Parahalad’s and Hamel’s proposal. 
A new, significant element of this model is the supply system, which – based on the analogy 
to a tree – is supposed to provide indispensable nutrients (chart 1). In order to grow and bear 
fruit, a tree must draw nutritious components, a large part of which comes from the environ-
ment. Likewise, companies must look for their ‘supply sources’ in their environment, if they 
want to develop and be competitive. One of such sources is the open innovation concept.

The aggregated opinions of the surveyed managers allowed for identifying a supply 
system, which consists of four subsystems, each of which is based on the relationship of the 
company with entities from its environment. These are the following subsystems (Fig. 1).

Fig. 1. Model of developing a company’s core competences: Ss. 1 – subsystem of communication, 
Ss. 2 – subsystem of creating or co-creating value, Ss. 3 – subsystem of delivering value and 

exchange, Ss. 4. – subsystem of monitoring the environment

Subsystem of communication
Each company must communicate with its environment, by sending its own signals and 

receiving those sent by the entities from its environment. Today, market communication is 
more complex than ever before, as it is multi-channel, multiplane and multidirectional. These 
activities are referred to as the hypercommunication and they must be directly correlated to 
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the marketing strategy [18: p. 40]. Thanks to the feedback a company receives, it broadens its 
knowledge on new market trends, but also the needs and the expectations of its stakeholders. 
A part of them can contribute to implementing new innovation, which, as a mixture of new 
knowledge and actions, strengthens the competitive position of the company.

Subsystem of creating and co‑creating value
It should be noted that today many consumers are increasingly active in the co-creation 

of value. Some researchers even maintain that a company cannot create value on its own – it 
can only make a proposal, but the real value comes into being only when this proposal is 
accepted by the customer. Many buyers, especially those representing the Y or Z generations, 
willingly share their needs and express opinions, which can inspire companies to introduce 
market innovation, engage in a dialogue, or build a relationship with the consumers [19]. 
Obviously, a great convenience for both sides is the common use of multimedia communi-
cation, both in the area of the mass communication and the individual one. The involvement 
of consumers in the co-creation of value can be initiated by a company, by encouraging 
consumers to make proposals for a product improvement, or ideas for a different application 
of a product – in the case of everyday products – or suggests a public consumption, which 
is relevant for offers such as artistic or sports event. No matter if in the process of exchange 
value is created by a company, or co‑created with its customers, these are the organization’s 
core competencies that determine the size of the value that can be created. That is why, their 
role seems to be of a strategic character.

Subsystem of delivering value and exchange
No matter if the value has been created by a company on its own, or in cooperation with 

the consumers, in compliance with the market principles, it must be delivered in the place 
and at the time which is most convenient for them. In the course of these processes, material 
goods, services, money and information are subject to an exchange, but to make that happen, 
both sides must engage their time and energy. Abundant research conducted into companies 
proves that trade contacts with the customers are one of the most valuable sources of ideas 
and innovative improvements and, at the same time, they allow for improving their orga-
nizational competencies [20: pp. 11–25, 21: pp. 930–938, 22: pp. 37–48, 23: pp. 198–209, 
24: pp. 216–226, 25: pp. 313–324].

Subsystem of monitoring the environment
The intensifying turbulences of the environment are the reason why it requires more 

attention than before. Changes may be perceived as a threat if they undermine a company’s 
competitive position, but they may also offer new opportunities and challenges. Therefore, 
the constant monitoring of the environment is an essential element of the strategic activity. 
For this purpose, companies can employ the method called environmental scanning, which 
consists in a complex observation of all the aspects of the economic and social life which are 
important from their point of view [26: pp. 413–432, 27: pp. 30–50].

The observations and the analyses carried out in both the macro and the micro scale 
serve as a basis for building scenarios of further events and forecasts for the future.
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The relational character of the links between a company and its stakeholders opens new, 
rarely exposed in the literature so far, possibilities of strengthening and developing its core 
competencies. The greater opening to the customers and the dialogue on their expectations, 
as well as an immediate recognition of the market trends not only make it easier for a com-
pany to respond and adapt to the environment, but they also become a source of knowledge, 
which results in the development of the company’s core competencies.

6. Conclusions

The identification of the external supply sources and confronting them with the orga-
nization’s needs should become a foundation for creating a system ensuring a constant ac-
cess to the nutrients that each tree (a company) needs for its development. The identified 
subsystems indicate the areas in which a company can obtain access to the external sources 
of competencies, by means of open innovation. This access is conditional on having an ex-
panded network of relationships, both in the organization’s sector and outside it. The model 
presented in the chapter takes a form of a closed system, which includes the mechanism of 
a company’s self‑improvement and which is powered from the outside, through the con-
scious use of the concept of open innovation. Thanks to this concept, a company can improve 
its core competencies, as well as create higher value for its customers, which directly leads 
to strengthening its market position.

The considerations presented in the chapter lead us to a conclusion that further research 
and the exploration of the corporate concepts should rely on the two classic concepts of stra-
tegic management, i.e. the resource concept and the network of relationships concept.
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1. Introduction

Performing an analysis is necessary before implementing any changes in organizations. 
One of the methods of searching for changing points – improvements and preparing for their 
implementation, is process analysis [1–3]. It helps to understand the key activities of the or-
ganization. It helps to define their terms and their characteristics and also gives opportunity 
to evaluate their responsibilities for realization of each process.

In the literature, one can find many attempts to define the concept of a process. In the clas-
sical approach, Hammer [4: pp. 15–19] defines a process as a set of activities that when they 
take place in groups, produce a result with value for a customer. Grajewski [5: pp. 106–107] 
adds that it must be value that the customer is willing to pay for. Davenport [6: p. 5] states that 
a process is a set of measurable actions that are characterized by structure and were designed 
for providing a given customer with a specific result or, alternatively, for a specific market. The 
authors assume that a process is a sequence of chronologically arranged actions initiated by 
one or several different input events that once implemented generate value added for the client.

The key elements which need to be examined while defining the business processes are 
[5, 7, 8]:

 – the beginning and the end of the process,
 – process structure,
 – process inputs and outputs,
 – suppliers and customers (internal and external clients),
 – process owners,
 – measurement and assessment tools,
 – available resources,
 – Key Performance Indicators (KPI),
 – process documentation and its course.
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When modelling processed in an organization, one should choose a specific standard. In 
the subject literature, three are most often [5: p. 35–45, 8: pp. 35–45]:

 – SIPOC (Suppliers, Inputs, Process, Outputs, Customers – modelling of a customer-ori-
ented process in accordance with the value chain concept;

 – ARIS (Architektur Integrierter Informationssysteme – architecture of integrated infor-
mation systems) – focused on building an integrated design and process course data 
processing system in an organization;

 – BPMN (Business Process Model and Notation) – describing business and production 
processes, most commonly used in Poland and worldwide.

The applied notation allows one to unequivocally represent processes that take place in 
an organization in a manner that is clear both to individuals who directly carry out the pro-
cesses, those who manage these processes and IT specialists who implement process chang-
es. The processes illustrated by means of maps constitute a starting point for further analyses. 
Hence, new process models are formed whose simulation allows one to find areas eligible for 
a change or indicating quality of the proposed changes [9].

The aim of this chapter is to indicate the possible application of Google ecosystem in 
testing assumptions adopted in the result of the process simulation. The below-presented 
approach elaborated on the process analysis methodology proposed in previous studies [9].

2. Methodology of business processes analysis

In the research and during their cooperation with the economy, the authors adopted a pro-
cess analysis method based on the bottom-up approach. The selected standard was BPMN 2.0 
due to its more common usage. This standard is described in ISO/IEC/19510:2013 Informa-
tion technology – Object Management Group Business Process Model and Notation [10–13].

The conducted studies allowed the authors to create a methodology for improving efficien-
cy of business processes (Fig. 1), which allows for a process analysis of an entire organization 
or its selected areas to be performed. Each of the presented steps is detailed on a separate map.

Fig. 1. Methodology of business processes analysis

Source: [9]

The aim of the preparation phase is to gather basic information and prepare guidelines 
based on which the study is carried out. We build a scenario according to which we will ex-
plore the current running process. The AS IS scenario includes, among others, information 
on the number of people supporting the test process, time resource availability (uptime), 
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information determining the transaction processes in terms of the amount and time they are 
supposed to generated.

The mapping phase is divided into two parts: AS IS mapping and TO BE mapping. The 
aim of AS IS mapping is to reflect the current process flow according to practice of their use 
and to prepare conclusions which are showing the discrepancies from arrangements with 
process owner. The aim of TO BE mapping is to show the planned changes and then verifying 
them in terms of business process correctness and logic.

Simulation phase is also divided into two parts: creating and simulating the AS IS model 
and creating and simulating the TO BE model. The aim of AS IS simulation is to verify if the 
map prepared during modeling reflects the real state of the transportation process. Verifica-
tion with the customer is the AS IS conclusion which leads to further work on the project – 
target state (TO BE) simulation based on changed scenario of business processes.

The ending phase allows to merge all the elaborations, analysis and simulations into one 
report. Only after approval of this phase the results are handed to the customer.

Seeking potential changes that will allow the process efficiency to be improved takes 
place in the mapping and simulation phase. Once a map of the current state of the process 
is made (AS IS), it should be parametrized and calibrated based on historical data. KPI is 
determined and measured for the current process. Already at this stage subprocesses emerge, 
which can be then improved. When creating a map of the desired state of a given process 
(TO BE) it is worth to consider how many changes can be introduced. When simulating the 
TO BE process one should introduce changes one by one while monitoring their efficiency 
(by referring to the previously determined KPI and their base values). Once the effect ob-
tained for the simulated introduction of an individual change is positive, the total efficiency 
of the proposed changes can be examined. It might be the case that the positive effect is 
absent for two or more changes (no synergy takes place). The solution that is best for given 
conditions is obtained iteratively, when the client decides that he has obtained a proper effi-
ciency of the process given the assumed usage of resources.

By collaborating with enterprises, the authors could notice a new application gap. The 
said gap stems from managers’ uncertainty regarding the possibility to implement and obtain 
the intended effects as a result of the proposed change. The solution to thus defined problem 
is to prepare a prototype of a change related to information flow, which allows the potential of 
a given scenario to be verified. This was the reason for expanding the methodology to include 
another prototyping phase (Fig. 2).

Fig. 2. Expanded methodology of business processes analysis

The prototyping phase was subjected to experimental studies in three selected enterpris-
es. This allowed the authors to create a general model described below.
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3. Study results

3.1. Research methodology

The process analyses conducted by the authors in selected organizations allowed them to 
identify an application gap indicated above. Moreover, no methods or tools were found in the 
subject literature that would allow this problem to be solved in line with the expectations of busi-
ness entities (short duration and low costs). Therefore, the research objective was to find a way 
for quick interception, collection and processing of information on the way to process transla-
tions in business processes with due account of cost and temporal limitations they indicated.

For implementing this objective, the methodology specified in Figure 1 was used along 
with a simulation experiment and the case study method that allowed the authors to verify the 
efficiency of the indicated tool due to the adoption of Key Process Indicators (KPI).

The research was conducted in 2018. The subject of the research was selected processes 
from three production company for which a prototype was made using the below-indicated 
tool. The assumption, and at the same time, the limitation that was adopted is the absence of 
implementation of the integrated management system in in the analyzed organization.

3.2. Results

The prototypical phase was introduced to the business process analysis methodology 
before the end phase (cf. Fig. 2). Its aim is to verify the enforceability of implementation of 
the change proposed in the scenario indicated in the simulation phase and assessment of its 
potential, which is linked primarily to improving the information flow.

The following indicators (KPI) were determined for process efficiency assessment: pro-
cess operating time, work time in the process and use of resources. Their choice results from 
the expert knowledge of the authors of this chapter.

Figure 3 shows the universal process of collecting and processing information in the 
studied enterprises (the AS IS map).

Fig. 3. Universal process of collecting and processing information – AS IS map

The above process map presents the universal business process composed of a sequence 
of steps (business actions), with each step recorded. In the case of the AS IS process, this is 
performed in a conventional way.
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The tool that allows the preset research objective to be implemented with the indicated 
limitations on the side of the enterprises is Google ecosystem. It enables quick prototyping of 
changes related to improving business information processing, since it is generally available, 
integrated with commonly accessible devices that collect data (smartphones, tablets), easy to 
adapt and implement owing to the available creators and templates.

Fig. 4. Target process – TO BE map

Fig. 5. KPI values in the AS IS and TO BE models

The process of target information processing using Google Apps (TO BE map) is pre-
sented in Figure 4. Here, an original methodology of comparing business process efficiency 
using the BPMN 2.0 standard and the simulation experiment conducted in iGrafx 2011 tool 
was applied. As a result, both processes were compared in accordance with the adopted KPI. 
The obtained results are presented in Figure 5.
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The analysis of the obtained results shows that the target process relieves human re-
sources owing to automatic information processing. Devices used for interception and digi-
talization of data on the state of individual process transactions. Other KPI show that better 
results were obtained using Google ecosystem.

4. Conclusions

The proposed solution gap is the use of Google ecosystem. The obtained results posi-
tively verified the proposed manner of prototyping a change. The following benefits of the 
presented approach can be indicated:

 – better preparation for the target implementation,
 – testing the TO BE model in practice,
 – limiting the costs of implementation of changes that satisfy the needs of a given 

enterprise,
 – discovering limitations inaccessible during previous phases of the methodology (e.g. in 

the simulation phase).

References

[1] Gabryelczyk R., Rakowska E. (2015), Pomiar procesów jako element oceny wdrożeń 
systemów IT w administracji publicznej, Roczniki Kolegium Analiz Ekonomicznych 
SGH, nr 36, pp. 205–220.

[2] Drejewicz S. (2012), Zrozumieć BPMN. Modelowanie procesów biznesowych, Wy-
dawnictwo Helion, Gliwice.

[3] Gawin B., Marcinkowski B. (2013), Symulacja procesów biznesowych, Wydawnictwo 
Helion, Gliwice.

[4] Hammer M. (1999), Reinżynieria i jej następstwa, Wydawnictwo Naukowe PWN, 
Warszawa.

[5] Grajewski P. (2007), Organizacja procesowa, Polskie Wydawnictwo Ekonomiczne, 
Warszawa.

[6] Davenport T.H. (1993), Process Innovation: Reengineering Work Through Informa-
tion Technology. Harvard Business School Press, Boston.

[7] Stajniak M. (2015), Mapowanie, modelowanie i symulacja wg teorii BPMN jako 
doskonalenie procesów transportowych. Gospodarka Materiałowa i Logistyka, nr 5 
(CD), pp. 687–698.

[8] Trzcieliński S., Adamczyk M., Pawłowski E. (2013), Procesowa orientacja przedsię-
biorstwa, Wydawnictwo Politechniki Poznańskiej, Poznań.

[9] Ragin-Skorecka K., Nowak F. (2017), Analiza procesowa jako narzędzie do uspraw-
nienia działalności organizacji, Studia i Prace WNEiZ US, nr 48, t. 2. Zarządzanie, 
pp. 77–88.



[10] Shapiro R., White S., Bock C. (2011), BPMN 2.0 Handbook Second Edition: Methods, 
Concepts, Case Studies and Standards in Business Process Modeling Notation, Future 
Strategies Inc., USA.

[11] Silver B. (2011), BPMN Method and Style with BPMN Implementer’s Guide. 
Cody-Cassidy Press, USA.

[12] White S., Miers D. (2008), BPMN Modeling and Reference Guide. Understanding and 
using BPMN, Future Strategies Inc., USA.

[13] Briol P. (2010), BPMN 2.0 Distilled, Lulu Enterprises, USA.





37

CHAPTER 4

Beginning of Digital Transformation in Service Company  
Through Implementation of Lead Method –  
Case Study Analysis

Mirosław Moroz1, Konrad Piechota2

1 Wroclaw University of Economics, Poland, miroslaw.moroz@ue.wroc.pl 
2 DirectInfo Ltd, Poland, konrad@directinfo.pl

1. Introduction

The focus of every company is on customer acquisition. Along with the development 
of the economic use of the Internet, companies have received a new sales channel (e-com-
merce). However, a typical Internet sales model is not suitable for every company. That is 
why the Lead method was used. This method consists in initiating contact with the enterprise 
by a person interested in purchasing a given good or service, by sending contact details, sales 
data, etc. In turn, in order to respond professionally to the demand, the company has to im-
plement appropriate technological, organizational, marketing solutions.

The Lead method was known before the Internet era. However, ICT technologies have 
given new opportunities to use the mentioned method, which results from the ease of estab-
lishing and maintaining contact, the possibility of multi-criteria, extended in time digital data 
processing and virtually no costs on the part of the potential customer.

The use of the Lead method is in line with the wider trend of digital transformation that 
organizations are currently undergoing. This trend generally speaking consists in transferring 
professional and private activities to virtual space. Due to its multidisciplinary nature, the 
discussed method is a good example of digital transformation.

2. Digital transformation

The World Economic Forum defines the digital transformation as a change in the way 
of life, work and functioning of the society in the conditions of continuous access to Internet 
resources [1]. The quoted definition seems a bit vague and too wide. However, it reflects 
the entry of information and communication technologies (ICT) into virtually every aspect 
of modern life: both in professional and personal; at the same time in private as well as 
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institutional level; through various types of organizations (administration, enterprises, and 
non‑profit organizations). Nevertheless, it is worth noting that the most comprehensive digi-
tal transformation is examined in the area of companies [2].

Advances in digital digitalization are related to the advantages of ICT: ease of searching, 
obtaining and processing information and its integration (useful results), universal and cheap 
communication, compression of time to reach information and its utilization, automation of 
specific routine activities (algorithms) and non‑routine (artificial intelligence), creating new 
business models and new sources of income.

On the other hand, the digitization trend encounters numerous barriers, such as: legacy 
technologies, lack of talent, lack of collaboration on data and analytics, lack of entrepreneur-
ial spirit, willingness to take risks [3].

3. Lead method

The Lead method consists in initiating contact with the enterprise by a person interested 
in purchasing a given good or service, by sending contact details, sales data, etc. In turn, in 
order to respond professionally to the demand, the company has to implement appropriate 
system (integrated technological, organizational, marketing solutions).

The Lead method was known before the Internet era. However, ICT technologies have 
given new opportunities to use the mentioned method, which results from the ease of estab-
lishing and maintaining contact, the possibility of multi-criteria, extended in time digital data 
processing and virtually no costs on the part of the potential customer.

The Lead method based on a sales lead, which is qualified data of a potential client, 
who [4]:

 – is interested in buying a given product or service,
 – for which the functions and parameters of a given product (even if initially known only) 

are satisfactory,
 – can afford to buy a good or service,
 – expressed interest in receiving feedback from the company.

Looking through the prism of the sales process, the lead is generated by a client who is 
almost determined to finalize the purchase, in accordance with the sales funnel framework [5]:

1. Suspect – the potential buyer that seller is aware of,
2. Prospect – suspect who meet the predefined criteria,
3. Lead – prospect who is qualified to be contacted,
4. Client – lead who bought a good or service.

From the point of view of the company using the Lead method, the whole process includes 
lead generation, lead capture, lead allocation, lead cracking and trading, lead utilization [6].

4. Research design

For the purpose of this chapter, the research problem was formulated as follows: eval-
uation of difficulties in the digital transformation process manifested in the implementation 
of the Lead method. The aim of the study is twofold. Firstly: show of beginnings of the 



39

digital transformation in the service company, occurring thanks to the implementation of 
Lead method. Secondly, an analysis of the reasons for the failure to implement the Lead 
method.

The research method used in the chapter is a case study. A case study is a reasonable 
method of conducting research when the purpose of the research is to find answers to ques-
tions “how” or “why”, as well as analyzing current events [7]. A case study is a particularly 
desirable method of research in the situation of searching for failures [8].

Interview with the managers of the surveyed company as well as participant observation 
were applied research techniques. The study took place in 2018.

No permission was received to disclose the name of the company under investigation. 
The company has been operating since 2005. Currently, it is a large enterprise. The field of 
the commercial activity is to receive the full amount of compensation from the insurer on 
behalf of aggrieved person. The company operates in the success fee model – it earns only 
when compensation is obtained from the insurance company. The company has an agency 
sales model – the external network of agents deals with searching for potential customers and 
signing contracts with them. The company has not yet acquired customers via the Internet, 
nor has it had experience with the Lead method. The effectiveness of core business is declin-
ing, which has become an incentive to look for new ways of acquiring a client (ROE: 39.9% 
in 2016 vs. 12.4% in 2017; ROS: 12.9% in 2016 vs. 3.45% in 2017).

5. Pilot implementation of Lead method in surveyed service company

The company in question is not the only one in the sector to claim the full amount of com-
pensation. Although it is one of the largest compensation companies in Poland, since 2017 it 
has started to feel a decrease in demand. As a result of competition, the market has saturated. 
At that moment an external firm specializing in gaining customers in accord with the Lead 
method appeared. The management of the surveyed company decided to launch a pilot im-
plementation of the Lead method.

The objectives of the implementation were as follows:
 – increase in sales – leads are treated as a potential source of inflow of new customers,
 – having an additional customer acquisition channel for the agency sales network,
 – sales support in the difficult process of searching for new customers in an increasingly 

saturated and competitive market.

The quantitative dimension of success was determined. It was assumed that thanks to 
the implementation of the Lead method, after a 6-month implementation period, the number 
of contracts signed with customers will increase by 15%.

Three organizational units took part in the implementation: IT department, sales depart-
ment (to be more precise, the section dealing with field agents) and marketing department. 
Each of the above‑mentioned cells had a specific task to do, which in total was to contribute 
to the full implementation of the objectives.

The IT department was given the task of analyzing, preparing the process and then 
building or purchasing an IT tool (system) that would provide support for the entire lead flow 
process in the company.
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Task set for the IT department:
 – taking lead from a partner (an external company specializing in getting a lead),
 – handing it over to the relevant agent who is closest to the place where the customer is 

located,
 – notifying the agent about sending the lead,
 – enabling the agent to report on the effectiveness of customer acquisition.

Tasks set for the marketing department:
 – training of the partner on the company’s products,
 – preparing questions with the scope of answers in the needs forms and forwarding them 

to the partner,
 – supervision of the budget to be spent on lead system,
 – comparison of the costs of acquiring customers through the Lead method in relation to 

the previous costs of acquiring a customer.

Tasks set for the sales department:
 – supervision over the process of transferring leads to field agents,
 – defining the rules for assigning leads to agent and adherence to the developed rules,
 – ensuring that agents handle lead as quickly as possible (contact the customer within 

24 hours),
 – collecting information from agents on the effectiveness of lead.

The IT department of the analyzed company during the pilot implementation based 
the distribution of data collected in the lead in the form of a classic e-mail (exchange data 
between the partner and the agent, as well as sales department and agents). The IT de-
partment roughly verified the needs related to the lead processing process, i.e. did not do 
a thorough analysis of the amount of data that is contained in one lead. Meanwhile, the 
scope of information was quite significant (contact details, sales preferences, description 
of the event). The IT department also did not verify that the lead must have a very fast 
circulation. Lead must reach the agent within 24 hours, otherwise the potential customer 
will most likely take advantage of the competition offer and will no longer be interested 
in the company’s offer.

During the pilot implementation, the marketing department stated that it could not con-
trol the budget related to lead acquisition expenses, and even less compare it with the hith-
erto cost of acquiring a potential customer, because it never counted what are the customer 
acquired costs. This was a consequence of the fact that the marketing department has been 
dealing with PR in general rather than acquiring new clients. During the implementation of 
the Lead method, the mentioned department did not develop competencies related to custom-
er acquisition on the Internet.

The sales department at the company’s headquarters was not able to quickly distribute 
leads to agents, nor was it able to match the customer’s location to the appropriate agent in 
a geographically correct manner. It also failed to collect reasonably complete feedback from 
agents. On the other hand, agents in the field were not trained in the use of leads method and 
did not know how quickly they should contact the customer. The agents also did not know 
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that the company pays for data set contained in leads and that it is a cost-creating component 
for company. As a result, they did not handle leads with due diligence, nor did they attach 
any importance to quick contact, many of them did not handle lead at all, not believing in 
their effectiveness.

The pilot implementation of the Lead method did not reach its intended objectives. 
The planned efficiency of acquiring new customers was to amount to 15%, and in fact it 
reached 3.33%. The idea of supporting the agency network was also unsuccessful.

The company’s management drew conclusions from the unsuccessful implementation. 
In the organizational layer:

 – Marketing department was liquidated and all persons employed in it were fired.
 – IT department was moved away from support of leads flow. IT support for the acqui-

sition, processing and distribution of leads has completely passed into the hands of the 
partner.

 – A dedicated sales group was created to service leads, with customer service standards 
other than before and with another sales process (direct sales). The agents’ access to 
leads was also completely cut off.

6. Conclusions

The presented implementation of the Lead method failed. However, the results were en-
couraging enough that the management board approved the continuation of implementation, 
based on a specialized external company. The presented example indicates that only cooper-
ation with an external agency can make decision-makers aware of the need for organizational 
and business changes triggered by digital transformation [9].

The following causes of failure can be indicated:
 – lack of awareness of the complexity of implementation of the Lead method, resulting 

from the need to engage in several areas of the company’s operations;
 – lack of adequate management, coordination and organizational competences;
 – believing in the ability to act in accordance with existing patterns (especially the IT 

department);
 – misunderstanding the essence and conditions of the Lead method among agents (lack of 

proper training and motivators before and during the pilot);
 – little involvement of top management in promoting the Lead method across organization.

This requires more extensive research, but based on this case the key to the success of 
the Lead method implementation is the determination of the management board, the will-
ingness to develop appropriate competences among employees and the identification and 
involvement of a company specializing in the use of the Lead method.

The case study also proves that the digital transition is a complex process that requires 
commitment and resources. As well as it requires the development of appropriate competenc-
es, and this means that the barriers to the implementation of digital transformation are more 
embedded in human resources than technical (IT) resources.



References

[1] World Economic Forum (2018), Digital Transformation Initiative, World Economic 
Forum White Paper.

[2] Nadeem A., Abedin B., Cerpa N., Chew E. (2018), Digital transformation & digital 
business strategy in electronic commerce-the role of organizational capabilities, Jour-
nal of Theoretical and Applied Electronic Commerce Research, vol. 13(2), pp. I–VIII.

[3] Eggers W. D., Bellman J. (2015), The journey to government’s digital transformation, 
Deloitte University Press.

[4] Jolson M.A. (1988), Qualifying sales leads: the tight and loose approaches, Industrial 
Marketing Management, vol. 17(3), pp. 189–196.

[5] Järvinen J., Taiminen H. (2016), Harnessing marketing automation for B2B content 
marketing, Industrial Marketing Management, vol. 54, pp. 164–175.

[6] Saxena H., Sarda E. (2016), An Agent Based Approach for Lead Management System 
in Banking Sector, International Journal on Recent and Innovation Trends in Comput-
ing and Communication, vol. 4(6), pp. 653–658.

[7] Yin R.K. (2009), Case study research: Design and methods (applied social research 
methods), Sage, London and Singapore.

[8] Boodhoo R., Purmessur R.D. (2009), Justifications for qualitative research in organ-
isations: a step forward, The Journal of Online Education (New York), January 2009, 
available at SSRN: https://ssrn.com/abstract=1325607 [access: 29.12.2018].

[9] Kuruzovich J. (2013), Sales technologies, sales force management, and online info-
mediaries, Journal of Personal Selling & Sales Management, vol. 33(2), pp. 211–224.

https://ssrn.com/abstract=1325607


43

CHAPTER 5

The Use of IT Systems in Processes of Knowledge Diffusion  
within an Organization

Iwona Gawron1, Sławomir Ziółkowski2

1 State University of Applied Sciences in Nowy Sącz, Poland, igawron@pwsz-ns.edu.pl 
2 AGH University of Science and Technology, Poland, slawomir@agh.edu.pl

1. Knowledge management and technology

The review of the available studies and theories discussing key barriers in sharing 
knowledge, has shown that most of their authors pointed out among others barriers of a tech-
nical nature or problems at the point of contact between the man and technology. The aspect 
of the used technologies is an inherent element of the definition of knowledge management. 
Ahmed describes it as „merging of organizational processes, information processing tech-
nologies, organizational strategies and culture for the enhanced management and leverage of 
human knowledge and learning to the benefit of the company” and at the same time he points 
to the need for synergy of technology and human creativity, aligned with the organizations 
strategy in order for business benefits to occur [1]. On the other hand, in the context of knowl-
edge management – it is technology that is considered as one of the most significant barri-
ers in knowledge sharing. Anderas Riege outlines three main types of barriers to effective 
knowledge management: individual, organizational and technological. Among technological 
barriers to knowledge sharing, Riege lists the following ones:

 – lack of integration of IT systems and processes impedes on the way people do things;
 – lack of technical support (internal and external) and immediate maintenance of integrat-

ed IT systems obstructs work routines and communication flows;
 – unrealistic expectations of employees as to what technology can do and cannot do;
 – lack of compatibility between diverse IT systems and processes;
 – mismatch between individuals’ need requirements and integrated IT systems and pro-

cesses restrict sharing practices;
 – reluctance to use IT systems due to lack of familiarity and experience with them;
 – lack of training regarding employee familiarization of new IT systems and processes;
 – lack of communication and demonstration of all advantages of any new system over 

existing ones [2].
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In turn, B.P. Sharma and M.D. Singh [3] distinguished the lack or poor infrastructure 
facilitating knowledge sharing and lack of integration of IT systems among technological 
barriers restricting or preventing knowledge sharing within an organization.

The same problem is also pointed out by practitioners (dealing with project manage-
ment, for example), who imply that the solutions applied by organizations may „impose 
technological barriers when they obstruct work routines and communication flows because: 
they don’t integrate with other systems or because they are not compatible; there is a lack of 
immediate technical support and maintenance; they don’t respond to the expectations of the 
employees; or people don’t know how, when, and why they should use each of them” [4].

Technological barriers seen as one of crucial obstacles in the process of knowledge man-
agement were also mentioned by the respondents in the study conducted by one of the authors 
of the present chapter [5]. The variety of solutions, which are at the disposal of practically ev-
ery organization, does not automatically mean that they are going to be used in an appropriate 
way [6–9]. One of the purposes of the analysis, therefore, was to provide recommendations 
based on the experience of middle managers employed by knowledge-based organizations:

 – establishing what objectives are in fact going to be achieved thanks to new solutions;
 – accurate analysis of needed tools- which of them are going to be relevant to the planned 

objectives (in terms of technology, costs and usage);
 – making sure that the present infrastructure allows for the implementation, maintenance 

and development (compatibility, possibilities concerning systems integration);
 – suitable (user friendly, user experience) adaptation of the functions (excessive number 

of often useless functions, which may even distract users or cause fear and reluctance), 
and indication of real capabilities of the system application (including upgrades) to 
eliminate unrealistic expectations;

 – training (on-the-job, functional, procedural) and making users believe (motivation) they 
can effectively apply the applications;

 – ensuring full support by IT specialists (helpdesk, support) [5].

2. IT systems and knowledge management

A. Jashapara [7] identified five most important functions, which should be secured by 
IT systems managing knowledge: organization, identification, valuation, sharing as well 
as storage and presentation of knowledge (Tab. 1).

Table 1. Selected IT tools in knowledge management

Category Characteristics 

Knowledge organization tools

Ontologies – formalized description of a fragment of reality used 
to structure corporate knowledge of higher level. In a simplified 
form they may take a form of a Category tree tool (catalogue).
Knowledge maps – result of cataloguing logical elements pre-
sented in a visual form.
Taxonomies – classification of certain field of knowledge into 
logical elements in the hierarchical form
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Knowledge identification tools

Text data processing tools – search the databases desired by 
the user for documents and include automatic indexation and 
prioritization.
ERM Systems (Employee Relationships Management) – ele-
ments of a corporate platform (nowadays seen as a general tool 
for knowledge management, which integrates available systems 
and applications and provides an access to a range of information 
and data). A particular feature of ERM is a personalized access 
to technological infrastructure and knowledge resources that is 
necessary (or just useful) for their work.
Agent software/systems – a function of up-to-date recording and 
analysis of all available data, which then will be used by the user 
to make the optimal choice.
AI – Artificial intelligence – independent and self-learning sys-
tems used in much more broaden extent, replacing humans even 
in the decision-making process through the use of many parallel 
and distributed applications

Knowledge valuation tools

Data mining – a process based on statistical analysis or elements 
of probabilistic reasoning that allows to explore data warehouses 
and databases in order to access the most valuable knowledge.
ES (Expert Systems) – systems based on relevant expertise 
and algorithms exploring databases which are automatically 
interpreted

Knowledge sharing tools

Network – the term refers both to the Internet but also local 
internal networks (intranet); it is the most important system used 
by enterprises (in the process of knowledge management) to 
share knowledge.
E‑mail and instant messengers – allow ongoing exchange of 
information, transfer of files to one person or whole group of 
people with the possibility to view history of messages. Programs 
offer a much wider range of functions such as calendar manage-
ment, planning and labelling tasks, etc.
Forums as well as newsgroups – allow people to exchange 
information and ideas and are public but may also be restricted to 
the selected user group.
Tele and video‑conferences – allow two-way (or more) commu-
nication in real time.
Bulletins, subscriptions and newsletters – their role is to pro-
vide the user with dedicated knowledge.
Functionalities of the following programs are used to share 
knowledge ERM (system for employees), Workflow (circula-
tion of documents and work) and systems for customer relations 
management CRM/KCRM (Customer Relationships Manage-
ment/Knowledge base Customer Relationships Management).
Knowledge Network – knowledge bases co-created by its users. 
It is a platform for exchanging experiences, inquires and propos-
als for solutions to the problems.
E‑learning/distance learning (LMS Learning Management 
System) – the so-called distance education, which is of great 
importance for dissemination of knowledge through the use of IT 
solutions

Table 1. cont.
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Category Characteristics 

Knowledge storage and 
presentation tools

Public folders – used for files sharing.
Repositories and databases – used to storage of enterprise relat-
ed data including numerical, graphical and text data.
Data warehouses – (usually in read-only mode), is a system 
used for storing current and historical enterprise data/knowledge.
Document Management System – allow us to archive, present 
(edition), organize and search for electronic documents.
Best Practices Base – a set of standards and rules for proceed-
ings formulated based on good practices and solutions.
Case Base – refer to certain problematic situations experienced 
in specific projects.
Bussines Intelligence (BI) Tools, generate reports from available 
data, present most important indicators of the company’s current 
activity in graphical form, provide best solutions

Source: own elaboration based on [8–10]

3. Conclusions

Nowadays it is difficult to imagine in practice that one can manage organizational 
knowledge effectively without using modern IT systems. However, in order to fully benefit 
from all the capabilities offered by various applications, we should first focus on the most 
significant barrier to knowledge diffusion – workers’ unwillingness and resistance to share 
knowledge. It is also worth remembering that precise procedures and advanced technologies 
indeed effectively support and ensure the transfer of only one component of knowledge – the 
one known as explicit knowledge. A greater challenge, however, is to capture tacit knowl-
edge, which constitutes a far broader and more valuable field that an organization potentially 
has at its disposal [11].
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1. Introduction

Polish enterprises working in the ICT sector account for 7.6% of the total EU market. 
In the years 2009–2014, the Polish ICT sector recorded an 8.64% average annual growth, 
which is one the best results in Europe. At the same time the number of the companies work-
ing in the sector increased by 10.1%, the majority of whom are the companies providing 
IT services and applications [1]. Continuous development of the sector leads to an increase 
in the number of projects and employees in IT companies, which entails the necessity of 
adopting project management methodologies, or at least some techniques to their daily op-
erational practice.

Despite the importance of this issue, which is one of the major determinants of the 
further, intensive development of the sector, there is virtually no research on project man-
agement methodologies and techniques used in Polish IT companies. Single research exam-
ples can be found, for example, in some industrial reports. One of them [2], on a sample of 
50 companies, shows that 76% of the surveyed companies use agile and techniques (such as 
Scrum or Extreme Programming), and 57% use traditional methodologies and techniques 
(waterfall approach). Simultaneously, according to the survey, in 70% of the companies have 
employees who hold the Project Management Professional certificate, while not much fewer 
employ some people with Scrum Master certificate. This seemingly could be a sign of the 
company’s high awareness of the approach to project management.

The presented chapter, based on a broader and more detailed questionnaire survey, 
presents how it looks in small and medium enterprises located in Małopolska (region of 
Poland) – one of the most important regions in terms of the number of companies and the 
number of employees for the Polish IT sector.
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2. Traditional and agile IT project methodologies

Traditionally, the IT sector used a so-called waterfall approach for managing projects 
related to software development. This approach was firstly described by Winston W. Royce 
in 1970 [3] and is not a methodology per se, still, it defines the technique of creating an 
IT project step by step, which means starting from system requirements and analysis, through 
software design and coding, to its testing and maintenance. In 1975, one of the first software 
development methodologies called PROMPT (Project Resource Organisation Management 
Planning Technique) has been developed by a private company called Simpact Systems Ltd 
in UK for IT projects. On the basis of its successor (PROMPT II) UK government, in 1989 
a new technology was derived: it was called PRINCE (PRojects IN Controlled Environ-
ments) firstly for IT projects and then, especially the extended PRINCE2 version introduced 
in 1996, it has become a universal project management methodology for all types of projects. 
In the same year the first addition of Project Management Body of Knowledge (PMBOK) 
was published by the Project Management Institute (PMI). Contrary to the PRINCE2, it’s not 
a complete methodology; it is a set of best code of conduct. Nevertheless, it became a widely 
accepted project management standard all over the world.

The traditional approach to software development has been criticized by Royce himself 
for the lack of feedback between consecutive stages, and later by many other authors, mostly 
emphasizing that customers usually do not know precisely what they want, so they cannot 
specify their exact needs to the software company. Even when the analysts were eventually 
able to collect all the requirements, we could not avoid human error [4].

In the mid ‘90s, different lightweight methods have been proposed for software devel-
opment in order to overcome the disadvantages of the waterfall approach. They were – for 
instance – Dynamic systems development method (DSDM) by DSDM Consortium (1994), 
Scrum by Jeff Sutherland and Ken Schwaber (1995), Crystal Clear by Alistair Cockburn and 
eXtreme Programming (XP) by Ken Beck (1996) and Feature Driven Development (FDD) 
by Jeff De Luca (1997). All those methods and many others, such as Lean Software Devel-
opment (LSD) or Test-Driven Development (TDD) are referred to as agile methodologies.

Since then, agile methodologies are implemented to many IT companies around the 
world. According to the newest State of Agile report [5] 97% of the organizations asked 
practice some agile development methods. However, only 25% of them indicated that the 
agile approach is used by all of their teams, while 46% of them use agile only for less 
than half of their software development teams. Among all the agile methodologies, Scrum 
is by far most popular and was used by 56% organizations, and including hybrids like 
Scrumban and Scrum/XP this number grows to 70%. Similar values are presented in the 
State of Scrum 2017–2018 report [6] based on the survey conducted among 2000 active 
Scrum and Agile practitioners. 94% of the questioned companies use Scrum in their agile 
practice: 76% together with other approaches, and 18% as the only software development 
methodology.

Regarding the knowledge of agile methods, an interesting survey was conducted online 
in 2012 [6]. Among 377 responders, 19% of them indicated a very extensive knowledge of 
agile methods, 38% indicated an extensive knowledge, while 30% an average knowledge. 
The remaining responders indicated only a limited (9%) or a very limited knowledge (4%). 
The majority of agile organizations reported an extensive knowledge (32%) of agile methods, 
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while companies using only traditional software development methods reported usually an 
average knowledge on agile (13%).

There are no similar data for Polish companies, except for some reports concerning the 
whole IT industry, mentioned in the Introduction. In [7] authors surveyed 27 companies for 
the level of adoption of all Scrum methods and techniques, while in [8] authors basing on 
60 questionnaires discussed determinants of using agile methodologies in Polish IT companies.

3. Project management in Polish IT sector – survey study

The described research covers the knowledge and use of various methodologies (with 
a particular emphasis on agile methodologies) in enterprises operating in the IT sector. It is 
based on the data collected in the survey carried out for the purposes of the diploma thesis at 
the Faculty of Management of the AGH University of Science and Technology in Kraków, 
Poland [9]. The companies, with their headquarters or branch in Kraków (Małopolska – re-
gion of Poland), were selected for research. The study was conducted using the computer-as-
sisted personal interview (CAPI) method in 2018. The survey, which was the key part of the 
study, included questions such as:

 – basic information about the company in which the respondents are employed,
 – subjective opinions of respondents about the degree of their use of a given methodology 

or technique in the project management process.

61 people employed as project managers took part in the survey. Almost half of the re-
spondents (30 people) worked in large enterprises (more than 250 people). Other respondents 
worked in medium, small or micro enterprises.

The respondents were asked to assess the degree of their use of a given project method-
ology or technique (including Kanban and Critical Path Method – CPM) in ongoing projects. 
To assess the degree of use of the methodologies or techniques, an interval scale with values 
from 1 (no use of any methods from a given methodology) to 5 (using the methodology in all 
activities related to the project) was used. An additional possibility of an answer was intro-
duced, in which the respondent could indicate that they did not know the given methodology 
or technique (in this case they could not assess the degree of use of the given methodology).

In the further part of the study, the adopted scale of the use assessments of a given meth-
odology has been scaled up on a three-priced scale:

 – low – for grades 1 and 2,
 – medium – for rating 3,
 – high – for grades 4 and 5.

The described rescaling was aimed at reducing the degree of uncertainty of the results 
obtained, related to the ability of the respondents to perceive the values 1 and 2 as well as 4 
and 5 as very similar to each other. The proposed rescaling was based on the center point 
(value 3), which in the authors’ opinion is a good reference point for the remaining results.

In the Figure 1 the percentage of respondents declaring a given degree of use for each meth-
odology is presented. It should be noted that only the people who did not declare that they do not 
know the methodology were able to mark the degree of its use. The percentage of people who 
did not declare a lack of knowledge of a given methodology was marked with a continuous line.
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Fig. 1. Assessment of the usage degree of a given methodology by project managers

Source of data: [9]

Basing on the presented results, it can be concluded that the fewest people declare 
knowledge of the PMBOK methodology, while the most people know Scrum. It is worth not-
ing that nearly two in five people declaring knowledge of Scrum believe that they use Scrum 
in a high degree to manage projects. However, the PMBOK methodology, the knowledge of 
which it is declared by the smallest number of respondents, is in the second place in terms of 
the percentage of people using PMBOK to a high degree. Every fourth person declaring the 
knowledge of PMBOK uses this methodology to a high degree. Comparing the traditional 
methodologies (the first five methodologies in Figure 1) with agile methodologies, a small 
difference in the declared knowledge of the methodologies will be obtained in favor of agile 
methodologies (71% to 76% for agile). In terms of the usage degree of methodologies, the 
average percentage of people using the methodology from a given group (traditional or agile) 
to a high degree is similar for both groups and amounts to approximately 17%.

In Figures 2 and 3 the assessment of the use of methodologies in micro, small and me-
dium (Fig. 2) and in large enterprises (Fig. 3) has been compared.

Fig. 2. Evaluation of usage degree of a given methodology by project managers in micro, small  
and medium-sized enterprises

Source of data: [9]
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In the presented chart, in terms of the size of the enterprise in which the PM researcher 
works, a significant difference in the results is visible. In large enterprises, project managers 
much more often decided to say that they do not know a given methodology than among 
PMs from smaller enterprises. On the other hand, managers working in smaller enterprises 
less frequently declared on average a high usage degree of a given methodology. In the 
case of as many as 6 methodologies, only a maximum of one PM from smaller enterprises 
indicated a high degree of use of a given methodology. In the case of three methodolo-
gies (PRINCE2, Scrum and FDD), the percentage of people using a given methodology to 
a high degree (among people declaring knowledge of them) is similar. In other cases, the 
percentage of PMs in large enterprises is significantly higher. An extreme example here is the 
PMBOK methodology, which in large enterprises is used to a large extent by half of project 
managers who declare knowledge of this methodology.

4. Conclusions

On the basis of the presented research, it can be concluded that Scrum is the best-known 
project management methodology among PMs working in IT companies located in Małopol-
ska (region of Poland). In enterprises employing over 250 people, only PMBOK is charac-
terized by a higher percentage of high-level utilization. It is also worth noting that in large 
enterprises much more people have decided to admit that they do not know a given methodol-
ogy (on average, every third respondent did not know a given methodology) than in the case 
of smaller enterprises (on average, every fifth respondent did not know a given methodolo-
gy). In both considered groups of enterprises, the use of Scrum in the high degree is almost 
equal – nearly 2 out of 5 PM declares using Scrum in a high degree.

Among smaller enterprises, declarations of a high degree usage of other methodologies 
should be treated as isolated exceptions. Definitely more people declaring the high‑level 
usage of methodologies can be found in large companies. The traditional methodology (PM-
BOK, PRINCE2) is more often used in large enterprises than the agile methodologies. Inter-
estingly, in the medium level traditional methodologies are on average just as often used as 
agile methodologies. This proportion is maintained irrespective of the size of the company 
in question.

Fig. 3. Evaluation of usage degree of a given methodology by project managers in large enterprises

Source of data: [9]
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1. Introduction

In economics, there is a great interest in the use of nonlinear deterministic models. The 
main reason is that a nonlinear deterministic model may exhibit stable periodic, aperiodic and 
chaotic behavior, and hence may provide an endogenous explanation of the periodicity and 
irregularity observed in economic data.

The original model proposed by Paul Samuelson [1] in 1939 is a linear one and can 
generate cyclical change. Due to the linearity, it can only produce exponentially explosive 
or damped amplitudes. According to Hicks, only the explosive case is interesting. Hicks [2] 
in 1950 modified the Samuelson model through introducing two constraints and modelled 
investment function as piecewise linear function with upper and lower bounds. As an al-
ternative Richard Goodwin suggested that the upper bound and the lower bound could be 
approached asymptotically by a hyperbolic tangent type investment function. Both modifi-
cations of the investment function can be approximated by linear-cubic Taylor series expan-
sion. Investment function of this type was proposed by Tönu Puu in [3]. This cubic invest-
ment function is a symmetric function with respect to the origin, to break this symmetry and 
get a more generic model Sushko, Puu and Gardini [4] added an even order quadratic term. 
Such cubic non-symmetric investment function will be used in this chapter. This form of the 
investment function is a generalization of the model described in [5].

In this chapter, it was introduced a new (nonlinear) rule for consumption. This mod-
ification extends the model described in [4]. After this modification we are able to answer 
the following question: What happens if (due to statistical, observational, or expectational 
influences) the actual realization of a standard behavioral assumption slightly diverges from 
theoretical ideal? The proposed model is represented by a two dimensional, nonlinear first 
order dynamical system.
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The equilibria was determined and investigate their local asymptotic stability. Either 
simple or complex dynamics can occur around an equilibrium. In addition to an asymptot-
ically stable equilibrium, unstable fluctuations can occur. Violation of stability conditions 
lead to the pitchfork or flip bifurcation. The global behavior of the economy is analyzed nu-
merically. The bifurcation diagrams and localize those values were presented, for which the 
system indicates chaotic or complex behavior, and analytical results whenever it is possible 
and numerical simulations of the more interesting occurrences.

2. Model

Proposed model is built on multiplier and accelerator. Current consumption Ct is a non-
linear increasing function of previous period’s income Yt–1:

 1(1 ) ,  0 1t a tC C s Y sα
−= + − < <  (1)

with Ca an autonomous consumption and s proportion of income which is saved. Parameter 
α > 0 is close to one. Such modification of the consumption function allows us to analyze 
what happens if (due to statistical, observational, or expectational influences) the actual real-
ization of a standard behavioral assumption slightly diverges from theoretical ideal. Invest-
ments are partly autonomous and independent of the business cycle, denoted Ia, and partly 
induced with acceleration coefficient v:

 ( ) ( ) ( )( )2 3
1 2 1 2 1 2 , 0t a t t t t t tI I v Y Y b Y Y Y Y v− − − − − −= + − + − − − >  (2)

National income identity is given by:

 Yt = Ct + It + Gt (3)

where Gt = Ga > 0 represents constant autonomous government spending.

Equations (1)–(3) form a complete nonlinear version of the Hicksian model. Eliminat-
ing Ct and It we get the single second order nonlinear difference equation:

 ( ) ( ) ( ) ( )( )2 3
1 1 2 1 2 1 21t t t t t t t t a a aY s Y v Y Y b Y Y Y Y I C Gα
− − − − − − −= − + − + − − − + + +  (4)

For the analysis, an auxiliary variable Xt = Yt–1 is introduced and a first‑order system 
in (Yt, Xt) is derived:

 
( ) ( ) ( ) ( )( )2 3

1 1 2 1 2 1 2

1

1t t t t t t t t a a a

t t

Y s Y v Y Y b Y Y Y Y I C G

X Y

α
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−

 = − + − + − − − + + +


=
 (5)

To describe the dynamics of the model introduced above it is necessary to study the 
behavior of trajectories of a two-dimensional map F : R2 → R2 given by:

 
( ) ( ) ( ) ( )( )2 31

( , ) a a as y v y x b y x y x I C G
F y x

y

α − + − + − − − + + += 


 (6)
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3. Equilibria

The dynamical system (6) is nonlinear and at the beginning of the analysis it necessary 
to determine the number of equilibria for this system. Equilibria, sometimes called critical 
points, are fixed points of the map F. Fixed points satisfy the equation:

 ( ) ( )* * * *, ,F y x y x=

which is equivalent to the following system of algebraic equations:

 ( ) ( )* *

* *

1 a a as y y I C G
x y

α − = − + +


=
 (7)

Finally, to determine equilibrium points of the F map, it is necessary to find all real roots 
of the following equation:

 ( ) ( )* *1 a a as y y I C Gα− = − + +  (8)

Number of equilibria depends on total autonomous expenditure, proportion of income 
which is saved and parameter alpha. The above equation will be analyzed graphically. Fig-
ure 1 shows graphs of both sides of the above equation, assuming that 0 < α < 1. Left‑hand 
side of (8) is a concave increasing function starting at the origin and right-hand side of (8) is 
linear function with positive slope. In this case there is only one and positive solution, for all 
admissible values of s and total autonomous expenditures.

Fig. 1. Existence of the equilibrium for  0 < α < 1

Figure 2 shows graphs of both sides of the above equation, assuming that 1 < α. Left 
hand side of (8) is a convex increasing function starting at the origin and right-hand side 
of (8) is linear function with positive slope. In this case equation (8) can have zero, one or two 
solutions, it means that the straight line is disjoint, tangent or intersects the graph of (1 – s)yα.



58

Corollary 1
Proposed model has unique positive equilibrium E(y, y) such that y > (1 – s)1/(1–α) 

for 0 < α < 1, 0 < s < 1, 0 < v, Ia, Ca, Ga and b R∈ .

Corollary 2
Let us assume that α > 1. Proposed model has no equilibrium for a a aI C G+ + >  

1/( 1)[1/ (1 ) ] (1 1/ )s α−> − α − α , one positive equilibrium E(y, y), such that 1/( 1)[1/ (1 ) ]y s α−= − α , 
if 

1/( 1)

[1/ (1 ) ] (1 1/ )a a aI C G s
α−

+ + = − α − α  and two equilibria E1(y1, y1), E1(y2, y2), such that 
1/( 1)

1 2[1/ (1 ) ]y s yα−< − α < , when 1/( 1)0 [1/ (1 ) ] (1 1/ )a a aI C G s α−< + + < − α − α .

4. Local dynamics. Stability

The next step in the qualitative analysis of the proposed model is to determine the con-
ditions that exogenous variables must meet to make the equilibrium locally asymptotically 
stable. The stability of the equilibrium depends on the eigenvalues of the Jacobian matrix of 
the map F. Jacobian of (6) is given by:

 ( ) ( ) ( ) ( ) ( )2 211 2 3 2 3( , )
1 0

s y v vb y x v y x v vb y x y xJ y x
α− − α + + − − − − − − + −=  

  
 (9)

Let us now consider local stability of the unique positive equilibrium E when 0 < α < 1. 
Evaluating the Jacobian matrix at E(y, y) with  y > (1 – s)1/(1–α), we get:

 ( ) 11
( )

1 0
s y v v

J E
α− − α + −

=  
 

,

Fig. 2. Existence of the equilibria for 1 < α
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Therefore, we get:

 ( ) ( ) 11Tr J E s y vα−= − α + ,

 ( )Det J E v= .

Keeping in mind that stability of equilibrium requires that the following conditions 
be met:

 
( )
( )

(i) 1 ( ) 0
(ii) 1 ( ) 0
(iii) 1 ( ) 0

Tr J E Det J E
Tr J E Det J E
Det J E

+ + >
− + >
− >

 (10)

it is possible now to define the so‑called stability region, that is, the set of values of all pa-
rameters for which equilibrium is locally asymptotically stable. Trace and determinant of the 
Jacobian matrix J(E) are positive, so the first condition (i) in (10) is satisfied trivially. Second 
condition (ii) is equivalent to, which is satisfied because 0 < α < 1 and y > (1 – s)1/(1–α). The 
last stability condition (iii) is fulfilled if  0 < v < 1.

Corollary 3
If 0 < α < 1 and 0 < v < 1 then unique positive equilibrium E of the proposed model is 

stable.
Let us now consider stability properties of the two equilibria  E1(y1, y1), E1(y2, y2) of the 

model when α > 1 and 1/( 1)0 [1/ (1 ) ] (1 1/ )a a aI C G s α−< + + < − α − α . Evaluating the Jacobian 
matrix at E(yi, yi) with 1/( 1)

1 2[1/ (1 ) ]y s yα−< − α < , we get:

 
1(1 )

( )
1 0

i
i

s y v v
J E

α− − α + −
=  
 

.

Trace and determinant are given by:

 1( ) (1 )i iTr J E s y vα−= − α + ,

 ( )iDet J E v= .

Trace and determinant of the Jacobian matrix J(Ei) are positive, so the first condition (i) 
in (10) is satisfied trivially. Additionally, trace satisfies 1 2( ) 1 ( )Tr J E v Tr J E< + <  and condi-
tion (ii) is fulfilled for E1 and not satisfied for E2 ( )2 2 21 ( ) det ( ) 1 ( ) 0trJ E J E v trJ E− + = + − < . 
Third stability condition in (10) is satisfied if 0 < v < 1.

Corollary 4
If α > 1 and 1/( 1)0 [1/ (1 ) ] (1 1/ )a a aI C G s α−< + + < − α − α  then equilibrium E2 is unstable 

and E1 is stable for 0 < v < 1.
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5. Global dynamics and bifurcations

One fundamental characteristics of a complex dynamical system is the possibility of 
order and chaos, which can exist either separately or simultaneously. In an ordered dynamical 
system, for arbitrary initial conditions, after going through a transient period the system ap-
proaches a periodic behavior with a predictable periodicity. In contrast, a chaotic dynamical 
system exhibits behavior that depends sensitively on the initial conditions, and long-term 
prediction is impossible. Chaotic motion is sensitive to initial conditions. Its measure is the 
largest Lyapunov exponent, which is the exponential rate of divergence of nearby orbits in 
phase space. Theoretically, the Lyapunov exponent is negative for systems with stable fixed 
points or stable cycles and positive for chaos.

Before discussing loss of stability and local bifurcation, we need to recapitulate some 
elementary notions in bifurcation theory necessary in the remainder of this chapter. The term 
bifurcation describes a quantitative change in the orbit structure of a dynamical system, as 
one of the parameters on which it depends is changed slightly.

For the map F, a stable fixed point loses its stability through a saddle‑node bifurcation 
when, changing the bifurcation parameter (chosen exogeneous variable), an eigenvalue of 
the Jacobian matrix goes through plus one and additional transversality conditions are satis-
fied. The bifurcation leads to the appearance of a pair of stable fixed points.

For the map F, a stable fixed point loses its stability through a Neimark–Sacker bifurca-
tion when, changing the bifurcation parameter, the modulus of a pair of complex conjugate 
eigenvalues of the Jacobian matrix crosses the unit circle, all of the other eigenvalues remain-
ing inside the circle. Under certain, non-resonance conditions, which we assume to hold here, 
loss of stability of the fixed‑point leads to the emergence of an invariant circle on which the 
dynamics can be periodic or quasi-periodic.

The discussion of numerical simulations is concentrated on the effects of changing two 
parameters α and b which are used to extend models in [5] and [1] respectively. Figure 3 
shows bifurcation diagrams w.r.t α and b, with other parameters fixed at s = 0.3, v = 1.4, 
Ia + Ca + Ga = 2, b = 0.5 for α bifurcation diagram and for b bifurcation diagram at s = 0.3, 
v = 1.6, α = 1.03, Ia + Ca + Ga = 2. When α = 1 the proposed model is the same as in [4] and 
behaves chaotically, the largest Lyapunov exponent is positive (Fig. 4). Erratic or chaotic 
solutions in the sense of Li and Yorke are highly unstable and prediction horizon is limited. 
This complex and irregular behavior disappears when linear consumption function is slightly 
perturbed. For α < 0.997 and α > 1.004 the proposed model has stable periodic trajectories 
and is predictable in the long-run. When b = 0 the proposed model is the same as in [5] and 
behaves quasi-periodically. This quasi-periodic behavior is resistant to perturbation of pa-
rameter b, this type of dynamics is for b from −0.1 to 0.1. To get stable periodic trajectories 
parameter b must be chosen from the following set ( 0.29, 0.1) (0.1,0.25)− − ∪ . It is possible 
to use these two parameters to control dynamics of the model and avoid erratic or chaotic 
behavior of national income.

Figure 5 shows the development of the national income, the time path for the initial con-
dition, for 250 observations for two different values of parameter b. Fluctuations in economic 
activity are quite complicated in both cases. We can find almost no regularity in the timing 
and duration of booms (b = 0.7) and recessions (b = –0.77). National income may remain 
below its long-run equilibrium value for some time (b = –0.77), and then suddenly switches 
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and remain above its long-run equilibrium for certain period. When b = 0.7 national in-
come oscillates above its long-run equilibrium with variable amplitude end period, and from 
time to time national income turns back to the lower value below long-run equilibrium. We 
observe irregularly occurring downturns and upturns. During recessions and booms erratic 
movements are observed. Thus, the proposed model is able to model endogenous business 
cycles with some limitations. It is necessary to change parameter b to model the behavior of 
national income during recessions and booms and this a weakness of the proposed model and 
a suggestion for future work, to build a model which will be able to model dynamics of the 
national income for a one value of parameter b.

Fig. 3. Bifurcation diagrams

Fig. 4. Lyapunov exponents



6. Conclusions

Proposed nonlinear model of the business cycle has none, one or two equilibrium points. 
With the proposed nonlinear model local stability of a fixed point may be lost while global 
stability continues in the form of convergence to periodic, quasi-periodic or chaotic attrac-
tors. Introducing a non-linear rule for consumption into the Goodwin-type model proposed 
by Gardini, Puu and Sushko [4] enormously increases the potential complexity of its dynam-
ics. The effect of variations of parameters on stability as well as on the degree of complexity 
of the dynamics of the system need not be monotonic. Moreover, proposed model produces 
sustained and intricate fluctuations in economic activity for realistic values of the propensity 
to save comparing to the model in [4].
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1. Introduction
The concept of market failures is well known in the literature. On the basis, many gov-

ernments, also in Poland, implement various support programs for companies, particularly 
small and medium-sized enterprises (SMEs). Fiscal instruments are among them. However, 
their impact on is not clear. Moreover, there is a question of the delay between implementing 
of an instrument and the adjustment of companies.

There are some researches which seek to assess the impact of fiscal instruments on en-
terprises. Most of them were done, however, for other than Poland countries. In case of Polish 
research, the methods of analysis were usually quite simple, so the results need to be verified 
by more advanced statistical tools. Only few authors decided to focus on the delay which is 
inevitable in public policy. They suggest that it could be even up to one year but this should 
be tested, too. Therefore, there are some research gaps in the literature. Their explanation is 
of great importance not only for researchers but also for politicians responsible for public 
policy. However, the industrial enterprises need more investments than companies which 
offer services. In connection to this, the aim of the chapter is to analyze the impact of the 
value growth of fiscal instruments and its delay on the increase in the level of investments of 
industrial enterprises in Poland in the years 2003–2016.

The chapter is organized as follows. First the literature review was done and hypotheses 
was presented. In the third section the process of statistical analyses was shown. The conclu-
sions were presented in the end of the chapter.

2. Literature review and hypotheses
First, the pros and cons for fiscal instruments were discussed. Then, research which 

encompass the assessment of their impact were analyzed. The research gaps and hypotheses 
were shown in the end of the section.



64

The fiscal instruments are criticized by some authors. M. Sosnowski states that the de-
lay between the diagnosis of economy and preparing the appropriate tools of public policy 
is too long. When the incentives1 are ready to implement, the economic circumstances could 
change so dramatically that these instruments are no longer necessary. Moreover, tax breaks 
and allowances for one group of companies means that the other group of enterprises, which 
are not beneficiaries, have to pay more taxes. This could discourage them to invest in new 
projects [1]. Moreover, R. Barczyk finds that the effectiveness of fiscal instruments can be 
connected with the phase of the economic development. Implementing new tax breaks during 
depression may not convince companies to invest more. However, such instruments could be 
effective during recovery of economy [2]. Another problem is the issue of targeting. There 
are some companies which do not intend to grow and create new jobs. Such enterprises de-
crease the effectiveness of tax reliefs [3]. Moreover, the companies which are on early stages 
of development usually do not have enough profit to utilize tax breaks [4]. Some authors state 
also that too many tax allowances or breaks can complicate the fiscal system [3, 5]. In con-
nection to this, some countries of the European Union decided to eliminate such instruments 
in order to simplify the tax system and make it neutral. E. Pohulak‑Żołędowska believes 
that it could be more beneficial to enterprises than offer of many tax instruments [5]. The 
International Monetary Fund also recommends to lower taxes and implement more beneficial 
depreciation than using various fiscal breaks [1].

Other authors are but the advocates of tax incentives, particularly for research and de-
velopment (R&D) investments. They argue that it is quite simple to implement these instru-
ments through the existing fiscal system. Moreover, it implies low costs both for companies 
and authorities. The treasury does not have to gather funds for spending like for grants be-
cause the fiscal instruments only lower the revenues to budget [4, 6]. Such instruments are 
also more accessible for companies and do not require the decision of the appropriate author-
ities [6]. J. Freeman argues that these incentives are particularly justified for SMEs because 
of the regressive nature of burdens on these companies, including tax ones. Moreover, losses 
bear more heavily on SMEs than on large enterprises. The most important reason could be, 
however, that SMEs create many benefits to economy and, therefore, they should be support-
ed by government [3].

Some authors try to assess the impact of fiscal instruments on R&D investments. First 
of all, as Ortega et al. states, fiscal instruments are tools of research and development policy 
so it should be complemented with other kind of policies [7]. However, M. Stępień finds that 
in Poland the value of tax breaks for R&D activities have decreased in the last years, what 
constraints the benefits for enterprises. Moreover, the accounting regulations are not clear 
what makes more difficult to use such incentives [8]. A. Żabiński states also that only few 
types of R&D investments are the subject of tax breaks what discourage many companies to 
use them [9]. As the result, as P. Nowak states, the fiscal instruments in Poland do not partic-
ularly motivate enterprises to such investments. The problem is connected also with the fact 
that for many years tax incentives were intended only for acquiring new technologies instead 
investing in R&D activities [4].

However, there are also research that encompass the impact of fiscal instruments on var-
ious kind of investments. Banghan and Mohnen research enterprises in Quebec. They argue 

 1 The terms: instruments and incentives are used in the chapter as synonymous.
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that there was a deadweight loss but rather for large companies than SMEs [10]. Therefore, 
Hamid et al. determine the key factors of successful utilization of tax instruments for manu-
facturing sector in Malesia with logistic approach. They also state that governance of compa-
nies has a significant impact of the ability of SMEs to effectively utilize fiscal incentives [11]. 
Manzo researches companies in Italy. He finds that productivity is more sensitive to changes 
of the corporate tax, particularly in small and young enterprises. The findings suggest also 
that accelerator models of tax‑policy do not have significant impact on the value of invest-
ments of incorporated enterprises [12]. There are also some researches in Poland. Woźniak 
and Lisowski suggest that there is a significant relationship between most of the fiscal in-
struments and the value of investments in industrial SMEs. However, the correlations could 
be random [13]. This could be associated with other problems – Polish tax regulations have 
been quite often changed and, moreover, they are sometimes not transparent [14]. T. Grabia 
states also that there are two type of delay in realization of support instruments, including 
fiscal incentives. The first one is connected with administrative and legal issues and could 
be even more than one year. The second one is associated with the adjustment of companies 
themselves and may be up to 12 months [15].

Although there are rationale for and against fiscal instruments, the authors do not intend 
to solve this question. However, they believe that if many governments offer various tax 
incentives for enterprises, it is important to assess their impact. The findings of research are 
inconclusive. Moreover, there is dearth of results based on advanced statistical methods for 
Poland. There is also a question of the delay from implementing of fiscal incentives to ad-
justments of companies. Such research gaps make that the authors decided to set and verify 
the following hypotheses:

The growth of the value of the fiscal instruments the previous year have a positive im-
pact on the increase in the level of the investments of micro, small, medium and large-sized 
industrial companies.

3. Statistical analysis

In order to make analysis, the following data for the years 2003–2016 were collected:
 – the levels of investment in industry [16] – 3 explanatory variables – for:

• IM – investments in micro and small enterprises (up to 49 employees),
• IS – investments in medium-sized enterprises (50–249 employees),
• ID – investments in large enterprises (250 and more employees);

 – the values of utilized tax instruments [17] – 11 potential explanatory variables – for:
a. Personal Income Tax (PIT):

• SSE-PIT – special economic zones,
• WNT-PIT – expenses for acquisitions of new technology,
• SLU-PIT – settlement of losses from previous years according to the general tax 

scale,
• SLU‑PIT19 – settlement of losses from previous years according to the flat tax;

b. Corporate Income Tax (CIT):
• ZUZ-CIT – exemptions for companies with foreign shareholders,
• SSE-CIT – special economic zones,
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• SSEOLD-CIT – special economic zones, previous regulations,
• SSESUM-CIT – the sum of SSE-CIT and SSEOLD-CIT,
• SLU-CIT – settlement of losses from previous years,
• WNT-CIT – expenses for acquisitions of new technology,
• OWI-CIT – for investment expenditures.

Data presented in this chapter concern the industrial companies from the following 
sections: mining and quarrying; manufacturing; electricity, gas, steam and air conditioning 
supply as well as water supply, sewerage, waste management and remediation activities [16]. 
The investments are defined as financial or tangible outlays for the creation of new fixed 
assets or the improvement (rebuilding, enlargement, reconstruction or modernization) of ex-
isting capital asset items, as well as outlays on so-called initial investments [16]. The data 
selected for the study cover the years 2003–2016, however, due to their availability and 
changes in tax law, some of the time series are shorter. For example, data from WNT-PIT 
cover only the years 2007–2015. Therefore, the used tests are characterized by low power. 
The results of the conducted research should be treated only as information. The calculations 
were carried out using the Gretl program.

The first step of the study was the verification of the stationarity of the time series. 
Therefore, we did both the trend analysis and the ADF test. On this basis, we can state that 
all data should be considered as non-stationary except for SSE-PIT and OWI-CIT. Therefore, 
in the further study OWI-CIT and SSE-PIT were used as well as the growth of the following 
variables: IM, IS, ID, WNT-PIT, SLU-PIT, SLU-PIT19, ZUZ-CIT, SSE-CIT, SSEOLD-CIT, 
SSESUM‑CIT, SLU‑CIT, WNT‑CIT (now designated with the prefix “d_”).

The preliminary assessment of the causal relationship was calculated by using cross-cor-
relations between past values of potential explanatory variables delayed by 1 year and the 
level of investment in industry. In case of data which have the maximum length of 13 ob-
servations, the correlation coefficients with the absolute value higher than 0.55 can be con-
sidered as significant. This value only exists between d_ WNT ‑CIT_‑1 (where “‑1” means 
a delayed variable by 1 year) and d_ID. When testing such relationships between variables 
from two years ago, none of them can be considered as significant.

In order to finally verify the causal relationship between the amounts of used tax instru-
ments and the level of investments in industry we used Granger causality. These dependen-
cies were only examined for the pairs of analyzed variables, taking 2 as the maximum order 
of delay due to the small number of data. The number of lags in VAR model was selected on 
the basis of information criteria AIC and BIC.

Table 1 presents the results of the causal relationships between the considered variables. 
However, it presents only pairs where Granger causality is significant at least at the 10% lev-
el. In line with the aim of the chapter we considered only causality from fiscal instruments. 
They are listed in the first column. If a causal relationship is found, information on the se-
lected delay in the used VAR model and the p-value in the non-causality test were provided.

The causal impact on the level growth of investment can only be found in SSE-CIT, SSE-
OLD-CIT, SSESUM-CIT and SLU-CIT. However, the past values of the increase of each of 
these variables have a significant impact on the change of investment in only one group of en-
terprises. Moreover, the SSESUM-CIT variable is the sum of SSE-CIT and SSEOLD-CIT vari-
ables (d_SSESUM-CIT respectively is the sum of d_SSE-CIT and d_SSEOLD-CIT variables).
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Table 1. Causal dependencies between growth of value of tax incentives and increase in level of 
investments in industrial enterprises

d_IM d_IS d_ID

d_SSE‑CIT – – VAR (1),
p-value = 0.061

d_SSEOLD‑CIT VAR (1),
p-value = 0.048 – –

d_SSESUM‑CIT – – VAR (1),
p-value = 0.043

d_SLU‑CIT – VAR (1),
p-value = 0.067 –

It should be noted that all of statistically significant dependencies based on the analysis 
of the VAR model with one delay so from the previous year. The extension of the model with 
data from two years ago makes that the examined causal relationships become insignificant. 
This means that changes in the level of investment in industry depend on the value of tax in-
struments only used in the previous year. Moreover, the signs of coefficients used are of great 
importance. In all models listed in the table, the values of these coefficients were positive. We 
can state that changes in the amount of used tax instruments the previous year had a positive 
impact on changes in the level of investment in industry.

4. Conclusions

In the chapter we set the following hypotheses:
The growth of the value of the fiscal instruments the previous year have a positive im-

pact on the increase in the level of the investments of micro, small, medium and large-sized 
industrial companies.

The results of the statistical analysis support the hypotheses in the following parts:
 – Changes in the value of income tax exemption (based on the CIT regulations) obtained 

by companies in special economic zones the previous year have a positive impact on the 
growth of investments in large companies.

 – Changes in the value of income tax exemption (in 2003–2005 based on the previous CIT 
regulations) obtained by companies in special economic zones the previous year have 
a positive impact on the growth of investments in small enterprises.

 – The total of income tax exemption (regardless of the legal basis) obtained by companies 
in special economic zones the previous year has a positive impact on the growth of in-
vestments in large enterprises.

 – Changes in the value of losses in previous years deducted by companies from income 
in a given year have a positive impact on the growth of investments in medium-sized 
enterprises in the next year. Taking into account the construction of the relief, one can 
state that the change in the level of investments is influenced by deductible losses in-
curred from two to six years earlier. Unfortunately, it is difficult to say what the cause is. 
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Both the rules of deducting losses (an enterprise can deduct losses from the same source 
of revenue for 5 consecutive years and no more than 50% loss from each year) and the 
reasons for the loss do not allow to explain the issue. The loss may result from low 
income or high costs without being able to determine what kind of costs it is. A depreci-
ation may be example of that cost, which in turn can indicate a high level of investment 
expenditures in the current year or previous years. However, the rules for depreciation 
of fixed assets are also not the same for all taxpayers. For example, the one‑off de mini-
mis depreciation for so-called “small taxpayers” (with annual sales below EUR 1.2 mil-
lion – including VAT) can encompass not only micro and small-sized enterprises but 
even some medium-sized companies.

The chapter has also the following constraints:
 – Data on investments broken down by size of enterprises are available from the year 2004. 

Earlier data would require additional access to the Statistical Office.
 – Data on the value of used tax instruments are available from the year 2000 for PIT and 

from the year 2003 for CIT. Earlier data would require additional access to the Ministry 
of Finance. In addition, there is not always a homogeneity of the presented data, for 
example income tax exemption in special economic zones.

 – Polish tax regulations often have been changed. Some incentives are introduced, others 
are significantly modified or eliminated. For example, tax relief for the acquisition of 
new technologies was introduced in the year 2006 and replaced by a fiscal break for 
research and development in 2016. Data for these two incentives are not comparable.

As the analyzed time series are relatively short, the results of analyzes can be treated 
only for information purposes. Moreover, there is not any causality between the values of 
various tax instruments or changes of their values and changes in the level of investment 
in small, medium or large-sized enterprises. In connection to the above, more studies are 
required.
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1. Introduction

Micro, small and medium-sized enterprises (MSMEs) are an extremely important com-
ponent of the structure of modern economy. Their development contributes to the economic 
and social development of individual countries and the world. Therefore, the development 
of these enterprises should be a priority in economic policy, not only in our country, but also 
in the European Union. The competitiveness of the EU economy on the international market 
depends to a large extent on these enterprises.

In Poland, MSMEs play an extremely important role in both the economic and social 
field. They constitute over 99.8% of the total number of all active enterprises in Poland. In re-
cent years, we have been observing a systematic increase in the number of these enterprises. 
In 2017, 2.08 million SMEs defined as active operated in Poland, while in 2010 there were 
less than 1.73 million SMEs. This is an increase of 20% over 7 years. Undoubtedly, SMEs 
play a very important role in the labor market. In 2017, 68.3% of people employed in the 
Polish economy, worked in these enterprises. The fact that nearly 50% of the Gross Domestic 
Product value is produced by SMEs is also very important for the Ministry of the Treasury. 
The entire enterprise sector in Poland generates almost three quarters of GDP (74%). Mi-
croenterprises have the largest share in generating GDP (30,5%) (based on: [1: pp. 12–35]).

Development is inseparable from the need to conduct investment activities. Investment 
is therefore a development factor. Over 43% of total investments in the Polish economy are 
investments of MSMEs. Investments of the enterprise sector consist of two components: 
expenditures on new fixed assets (almost PLN 173 billion in 2017, of which PLN 74.7 bil-
lion are SMEs expenditures) and purchase of used fixed assets (PLN 21.5 billion in 2017, of 
which PLN 15.4 billion are SMEs expenditures).

The strategic nature of financing business development activities makes investment 
decisions the most important from the point of view of maintaining and increasing the 
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competitiveness of the company. Although it is MSMEs that decide about the strength of the 
Polish economy, they still face numerous obstacles while running a business, which in turn 
often causes them to limit their development.

The aim of this chapter is to show the impact of changes in the size of investments on 
the development of MSMEs in Poland. For this purpose, the dynamics of SME investments 
was compared with the dynamics of the number of these enterprises, the number of SMEs 
employees, changes in gross value of fixed assets, revenues, gross profit and production 
value. The analysis covered the period from 2010 to 2017. The size and directions of SMEs 
investments in Poland in the analyzed period were also presented and the most important 
barriers to the development of these enterprises were discussed.

2. Nature and barriers to business development

In the economic literature many definitions of the concept of enterprise development 
can be found. The development concerns a process that takes place during a period in which 
successive, consecutive changes occur in an orderly manner and stay relatively permanent. 
[2: p. 11]. Development means occurrence of qualitative changes, assessed positively from 
the point of view of the goal they concern [3: p. 7]. Development is a long-term process of 
changes in the size and economic relations that characterize the size and structure of the en-
terprise [4: p. 174]. Development is a coordinated change in the company’s systems adapting 
it to the constantly changing environment, these adjustments are effective if they ensure that 
the company achieve and maintain competitive advantage, which is its indispensable condi-
tion for maintaining the market [5: p. 11]. Development is a process of changes occurring in 
time, the essence of which can be interpreted as the elimination of the so-called development 
gap, or as a process of perfecting the spot where the organization is located, the development 
gap is defined as the difference between possessed capabilities, potential and actual achieve-
ments [6: p. 14].

All of the above definitions are combined by the concept of a change process that occurs 
over time. Every company in the course of its operation on the market is subject to change, 
as it develops.

One should pay attention to the difference between the concept of development and 
the concept of growth, because they are not completely identical. Development means oc-
currence of qualitative changes, assessed positively from the point of view of the purpose 
which they concern. In the case when it comes to quantitative changes, we deal with growth. 
However, growth and development have the same direction of changes [3: p. 7]. The com-
pany’s growth has a quantitative and structural dimension. It is expressed in changes in the 
number or value of economic values indicating development [4: p. 174]. Development, as 
a qualitative phenomenon, as a multidimensional and complex process, includes changes 
that go beyond the scope of the company’s current operations. It applies, among others, to 
innovative processes in the enterprise. On the other hand, the growth, theoretically based 
on quantitative changes, concerns the continuation of the current directions of the compa-
ny’s activities. The most frequently measured by the dynamics of sales value, market share, 
dynamics of investment value, employment size or achieved economic and financial results 
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[7: p. 176]. However, development should not be associated only with qualitative changes 
and growth with quantitative changes. In fact, quantitative and qualitative changes never oc-
cur in isolation from each other. The growth of an enterprise should lead to its development 
[8: p. 45]. It seems that development and growth are coupled together. Growth is an integral 
part of company’s development [9: p. 220].

The development of the company results both from external conditions related to the 
need to meet the new challenges of the environment, as well as internal business needs. 
External factors come from both the further environment of the company, i.e. macro-envi-
ronment, as well as closer or micro-environment. Those originating from macro-environment 
result, among others, from the political and legal system in which the enterprise operates, as 
well as the technological and socio‑cultural field. It includes, among others, the state of the 
economy in which the company operates, the inflation rate, unemployment, technological de-
velopment, legal regulations, environmental awareness of society, but also culture, customs, 
religion. On the other hand, external factors resulting from microenvironment and influenc-
ing the enterprise are mainly owners, suppliers, recipients, competitors, clients, cooperators, 
financial institutions, authorities [10: p. 63].

An enterprise operating on a dynamically changing market must have so-called devel-
opmental capacity to achieve success. It is the productive potential of the enterprise under-
stood as the entirety of material and intellectual resources and skills which will ensure the 
enterprise carrying out projects of qualitative and quantitative changes in all areas of its 
activity. SMEs show more development potential than large enterprises. Through the ability 
to react quickly to changes, they often build a significant advantage over large enterprises, 
especially in the issues of focusing their business on the needs of the market, conducting 
innovative activities, using opportunities and occasions on the market, fast and efficient in-
formation flow, and the ability to achieve high level of competitiveness through control and 
cost reduction [11: p. 8]. The starting point in assessing development potential is usually the 
so‑called financial development capability, which indicates the possibility of efficiency of 
operations to such an extent that the ability is confirmed by the current and future economic 
results of the enterprise. The development of each enterprise should be documented with 
economic benefits as they provide financing for investment and operational activities in the 
subsequent stages of the manufacturing process [12: pp. 244–245].

The concept of enterprise development adopted in the study mainly includes changes 
expressed in growth. The development of SMEs was defined by the intensity of changes 
in investments of these enterprises, the number of enterprises, the number of employees in 
SMEs, changes in the gross value of fixed assets of SMEs, their revenues as well as the dy-
namics of gross profit and production value of SMEs.

MSMEs face numerous inconveniences on the path of development. In the literature, 
barriers to development are divided into internal barriers resulting from the enterprise strat-
egy itself, and external ones resulting from the market situation, i.e. the size of demand and 
supply, government policy, macroeconomic situation or availability of capital [13: p. 64]. 
Internal barriers include, above all, the so‑called capital barrier resulting from insufficient 
capital in the enterprise needed to finance investments. Internal barriers also include the lack 
of sufficient skills of managers who need to run their business effectively, the so‑called pro-
duction barrier, i.e. the need to modernize machines, limited supply of parts and materials, 
and so-called housing barrier, or the standard of the premises [14: p. 622].
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External barriers result from the situation on the market. Entrepreneurs do not have a di-
rect impact on reducing their scale. On the one hand, entrepreneurs face an internal capital 
barrier, and therefore are forced to use foreign sources of investment financing, on the other 
hand they face external financial barriers. They mainly come from the limited availability of 
capital from external sources of financing, but also from financial burdens when applying for 
public contracts or from unfavorable payment dates.

External barriers also include social, market and legal barriers, barriers resulting from 
economic policy, as well as limited access to information on introducing new regulations and 
amendments, adapting Poland’s law to the law of European Union directives, the possibili-
ty of external financing for development, barriers related to the condition of infrastructure, 
resulting from insufficient development of transport and communication system, waste man-
agement, telecommunications and energy [15: p. 37]. Innovative and technological barriers 
related to the obsolete machinery park and difficult access of small and medium enterprises 
to new technologies are also mentioned [11: p. 12].

It is also important whether the barriers concern the start-up of a given business or the 
further development of the enterprise. In this context, entry barriers and development barriers 
should be distinguished. Entry barriers arise when the company is founded and are related 
to its existence on the market. Development barriers concern a company operating on the 
market [13: p. 61].

In the chapter barriers to the development of SME enterprises were identified on the 
basis of the opinions of the interested parties, i.e. the opinion of entrepreneurs.

3. Size and directions of SME investments destination in Poland

Investments of enterprises in Poland from 2010 to 2017 increased by 37%. Large enter-
prises recorded growth by as much as 47.8%. In case of SMEs, this was a growth by 26.2%.

At the end of 2017, investments in tangible fixed assets of enterprises in Poland amount-
ed to PLN 194.44 billion. In comparison with the previous year, it was a 3% increase in this 
value. This is the result of an increase in SME investments (by 9% compared to 2016), with 
a 2% decline in large enterprises’ investments. The investments of SMEs in 2017 amount-
ed to over PLN 90 billion, which is 46.3% of total investments. Changes in the volume of 
investments in Poland in 2010–2017, including the share in investments of SMEs and large 
enterprises, are presented in the Figure 1.

According to the research of the Ministry of Enterprise and Technology [16: p. 22] in 
the second half of 2017, 72% of SMEs made investments. Most of them were investments in 
the range of PLN 5,000 to 50,000 (33% of enterprises). 19% of surveyed SMEs invested less 
than PLN 5,000. Every fifth investing enterprise invested more than PLN 50,000.

Analysis of the directions of corporate investment in Poland in 2010–2017 has shown 
that enterprises most often invest in new fixed assets. In each year of analysis, these invest-
ments accounted for nearly 90% of capital expenditure. In 2017, the amount allocated by en-
terprises for this purpose amounted to PLN 172,978 million. These are investments requiring 
mostly high financial outlays, therefore in the group of large enterprises investments in new 
fixed assets amount to around 95% of all annual investments. Due to the more difficult access 
to sources of financing for SMEs, the percentage investing in new fixed assets in this group 
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is lower, amounting to around 83% annually. The remaining investments of the enterprise 
are designated for the purchase of used fixed assets. The amount allocated by enterprises in 
Poland for this purpose in 2017 was PLN 21462 million, of which as many as 71.1% were 
investments of SMEs. This shows that large enterprises choose investment in used fixed as-
sets much less often. They have resources to invest in new assets. Difficult access to sources 
of financing for micro, small and medium enterprises determines largely the purpose of their 
investment. The structure of investments of enterprises in Poland in 2017 according to the 
directions of their allocation is presented in Figure 2.

The scale and directions of investments depend on the investment possibilities of indi-
vidual enterprises, which in the first‑place result from their economic and financial situation. 
It exerts an unquestionable impact on the size and use of own resources and the availability 
of external sources of financing investments.

Fig. 1. Volume of investments of enterprises in Poland (in million PLN) in years 2010–2017

Source: own study based on data published in [17]

Fig. 2. Structure of investment expenditures of enterprises in Poland in 2017 by their destination

Source: own study based on data published in [17]
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4. The dynamics of investments 
and the development of SMEs in Poland

Implementing the goal assumed in the introduction that the level of SME development 
measured by selected measures is correlated with the dynamics of their investments, below 
we compared the dynamics of SME investments with the dynamics of the number of these 
enterprises, the number of employees in SMEs, changes in gross value of fixed assets, reve-
nues, profit level, gross value and production value from 2010 to 2017.

The analysis showed that in the analyzed period, the number of SME enterprises in-
creased by 20.3%. This increase was accompanied by an increase in investments of SMEs 
by 26.2%. (Fig. 3).

Micro-entrepreneurship was developing dynamically at this time. In 2010, there 
were 1,655,064 enterprises employing less than 10 people, while in 2017 there were al-
ready 2,004,288 (an increase of 21%). At the same time, the number of small enterprises 
increased by only 2%, and the medium ones decreased by 3%. The demonstrated increase 
in SME investments in the analyzed period was also the case in most micro-enterprises. The 
investments of the smallest enterprises in the analyzed period increased by 38.2%, while in 
the case of small enterprises, the increase amounted to only approx. 2%, and the medium to 
approx. 30%.

Fig. 3. Dynamics of SME investments and dynamics of number of SMEs in Poland (2010 = 100%)

Source: own study based on data published in [17]

Since approximately 70% of the total number of people working in our country is em-
ployed in SMEs, the employment in this group of enterprises is one of the most important 
measures of their development. It was shown that in Poland in 2010–2017 the increase in 
investments by 26% was accompanied by an increase in the number of employees in SMEs 
by 9%. The dynamics of the number of employees in SMEs in Poland in comparison with the 
dynamics of investments of these enterprises in 2010–2017 are presented in Figure 4.
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Another analyzed measure of the effects of investment activities of SMEs are changes in 
the dynamics of the gross value of fixed assets, i.e. the value of investments for the purchase 
of fixed assets or their generation. This analysis showed that in 2010–2017, SMEs in Poland 
recorded a 47% increase in the value of these funds, with an increase of 26.2% (Fig. 5).

The gross value of fixed assets of SMEs at the end of 2017 amounted to less than 
PLN 872 billion, while in large enterprises this value reached about PLN 1260 billion. Such 
differences in the value of fixed assets between enterprises of different sizes affect their abil-
ity to external financing and development. Banks, providing capital to enterprises (loans, 
credits), require collateral, usually on property, plant and equipment. This means that en-
terprises with small fixed assets are in a more difficult situation than enterprises with a high 
value of such assets. Even if they use, for example, the surety and guarantee system, the 
capital obtained on the financial market will be more expensive, and thus the effectiveness of 
the credited enterprise will be lower [18: p. 14].

Fig. 4. Dynamics of investments and dynamics of the number of employees in SMEs (2010 = 100%)

Source: own study based on data published in [17]

Fig. 5. Dynamics of investments and dynamics of gross value of fixed assets in SMEs (2010 = 100%)

Source: own study based on data published in [17]
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The change in the level of total revenues was considered another factor for the develop-
ment of SME. The increase in investments of SMEs contributes to the increase in sales rev-
enues of these enterprises. In the analyzed period, the revenue of these enterprises increased 
by 34.8%, with the increase in SME investments amounting over 26% (Fig. 6).

The analysis of the dynamics of gross profit of enterprises achieving a positive finan-
cial result is a supplement to the analysis of changes in total revenues of SMEs. In the ana-
lyzed period, the increase in investments was accompanied by an increase in the gross profit 
of SMEs, and the reduction in investments led to its decrease. In 2012, there was an 8% de-
crease in SME investments in comparison to the previous year. This was accompanied by 
a 3% reduction in the profit of these enterprises. Similarly, in 2016 an 8% decrease in SME 
investments was accompanied by a drop in the gross profit of SMEs. In the remaining years, 
the increase in investments was accompanied by an increase in the gross profit of SMEs. 
In the whole analyzed period, the investments of SMEs increased by 26%, and gross profit 
by 27% (Fig. 7).

Fig. 6. Dynamics of investments and dynamics of total revenues of SMEs (2010 = 100%)

Source: own study based on data published in [17]

Fig. 7. Dynamics of investments and dynamics of gross profit of SMEs  
that achieve a positive financial result (2010 = 100%)

Source: own study based on data published in [17]
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Often the reason for investment is the willingness of entrepreneurs to increase produc-
tion volumes. What is important for the economy, the share of SMEs in the value of total pro-
duction in Poland is about 57%, of which the share of microenterprises is the largest. In the 
analyzed period, enterprises employing up to 10 people generated a 30% share in the value of 
production in Poland. 10.5% is the share of small enterprises and 16.5% of large enterprises. 
The remaining 43% of the production value was generated by large enterprises.

The analysis of the dynamics of SME production value in 2017–2010 shows a signifi-
cant impact of investments on the value of production of these enterprises. It has been shown 
that changes in the value of investments are accompanied by one-way changes in the value 
of SME production. In 2013–2015, when the volume of SMEs investments in each subse-
quent year of the analysis showed an increase, the value of production of these enterprises also 
increased. The decrease in SME investment, which occurred in 2016 (8% compared to 2015) 
also resulted in a slight decrease in the value of production of these enterprises (by 1%). 
From 2016, an increase in investments and an accompanying increase in the SME production 
volume was again observed. In general, from 2010 to 2017, investments of SMEs increased 
by 26.2%, and the value of production of these enterprises increased by 42% (Fig. 8).

Fig. 8. Dynamics of investments and production values of SMEs (2010 = 100%)

Source: own study based on data published in [17]

5. Barriers to SME development in Poland

Despite their irrefutable importance, SMEs still face many difficulties in their own de-
velopment. The most important result of the identification of barriers to the development of 
the SME sector is research carried out among entrepreneurs. According to micro, small and 
medium entrepreneurs, there are many barriers in Poland that hinder them from their activity 
both current and development.

Among the listed barriers, the difficult access to foreign sources of financing, with in-
sufficient own resources, is one of the main barriers to development. According to a report 
commissioned by Deutsche Bank [19] 35% of the surveyed enterprises indicated difficult 
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access to external financing, as the biggest barrier to development. For 25% of respondents, 
the main barriers to development are payment bottlenecks and financial liquidity problems. 
As for issues not directly related to finance, entrepreneurs most often indicated difficulties in 
finding appropriate employees (13%.). For 9% of respondents, external factors affecting the 
industries are a big obstacle, and for 4% a significant barrier is growing competition.

Analysis of the results of research carried out in the second half of 2017 by the Minis-
try of Economy [16: pp. 6–7] shows that the most distinctive for entrepreneurs are too high 
taxes and fees provided for by law (22.9% of respondents). This factor is more severe for 
microenterprises (24.5% of indications). For comparison, among small entrepreneurs it was 
20.9% of indications, and among medium-sized ones – 15%. Entrepreneurs also complain on 
low turnover (16.6% of indications) and complicated legal regulations (11.9% of responses). 
The last barrier was most often felt by small enterprises (20.9% of indications among these 
enterprises). In turn, for medium-sized enterprises the most important problem is the lack of 
adequate qualifications of the workforce. Lack of workers with specific qualifications was 
a problem for every fifth of the surveyed medium‑sized enterprise. According to the Ministry 
of Treasury, development is also hindered by competition from large enterprises (7.6% of 
responses) and high costs of employment (6.4% of responses).

Polish entrepreneurs finance their development primarily from their own resources. 
These funds are a source of financing for about 75% of the value of investments. The most 
frequently used source of external financing is loan. In 2017, 10% of company investments 
were financed with the help of domestic and foreign bank loans. Leasing also plays an im-
portant role in external financing. This is the main, beside the loan, external source of financ-
ing in the Polish economy. Venture capital funds still play a small role [20: p. 76]. Among the 
main reasons for the difficult access of SMEs to external financial sources are: short history 
(including credit) of these enterprises, small and not always good quality of collateral, poor 
information transparency of these entities, their low survival rate and lack of knowledge or 
experience of managers in obtaining external funds [21: pp. 4–5]. To a large extent, such 
a structure of financing Polish enterprises also results from the reluctance of entrepreneurs to 
become dependent on a foreign capital and incur financial liabilities [22: p. 22]. The situation 
is also affected by such factors as insufficiently wide offer proposed by banks and financial 
institutions, or in the case of tools newer than credit, such as factoring, lack of knowledge 
about them.

6. Conclusions

Investments are one of the most important ways to develop each enterprise. The ne-
cessity of their implementation results, among others, from the growing competitiveness 
on the market, constantly changing environment and growing customer expectations. The 
study, in accordance with the assumed objective, showed that the amount of investments 
determines the development of SMEs. It was shown that SME development rate measured 
by the dynamics of the number of these enterprises, the number of SMEs employees, changes 
in gross value of fixed assets, revenues, gross profit and production value is correlated with 
the dynamics of investments. Although these changes are not always proportional, they are 
certainly unidirectional.
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Native MSMEs most often purchase or plan to purchase fixed assets, i.e. investments re-
quiring large financial outlays. In Poland, on average, 90% of the value of SME investments 
are investments in new fixed assets. In the group of large enterprises, the share of these in-
vestments is even higher. The majority (almost 57%) of expenditures on investments in new 
fixed assets are investments of large enterprises. On the other hand, 70% of the investments 
in used fixed assets are SME investments.

The main source of financing of SME development projects in Poland, irrespective of 
the size of the enterprise and directions of investment, have been for the most part own funds, 
mainly retained profits. Their share in financing SME investments in Poland is about 75% 
and is larger than in large enterprises. Reaching for a foreign source of financing, Polish 
SMEs, regardless of the size of the enterprise or its position on the market, choose a bank 
loan, leasing, or subsidies from the EU structural funds. The share of loans in financing SME 
investments in Poland is around 20%. Other foreign sources of financing are used to a very 
small extent.

Lack of sufficient own financial resources, high crediting barriers, excessive bureaucra-
cy and lack of access to reliable information mean that enterprises in the SME sector have 
difficult conditions of access to external financing and thus it is more difficult for them to 
maintain a competitive position on the market. It should also be noted that the investment 
growth also results in the increase of innovative solutions used in enterprises, and one of the 
areas conditioning the survival and market successes of SMEs in the modern economy is the 
wide introduction of innovations.
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1. Introduction

Nowadays, the competitive position, investment attractiveness or the level of develop-
ment of a given economy and enterprises operating in this economy are increasingly often 
assessed through the prism of innovation and capacity for innovation. Since the beginning of 
its political and economic transformation, Poland has been struggling with low innovative-
ness of its economy and enterprises. Yet, innovation and innovativeness of enterprises and 
the entire economy are the main drivers of their competitiveness. Accordingly, a capacity for 
innovation and flexibility contributes to building and maintaining a competitive advantage. 
Broadly understood innovation is therefore an intrinsic quality of an enterprise and the econ-
omy that determines the ability to operate, survive and develop in a difficult, competitive 
environment [1: p. 18]. Insufficient equity capital and long‑term underperformance in the 
area of innovation in Poland mean that external sources of backing for innovative processes 
are sought. Currently, foreign direct investment (FDI) in innovative industries is perceived 
as the driving force behind economies as a result of its potential contribution to economic 
development (the so‑called spillover effect and diffusion of innovations). The idea is that the 
presence of multinational corporations, which are among the most technologically advanced 
firms, can facilitate the transfer of technological and business know‑how. This transfer may 
then spread over the entire economy leading to productivity gains in domestic firms. This 
kind of considerations has motivated goverments in many countries to ease restrictions on 
foreign direct investment and even to offer foreign investors more favorite conditions than 
those granted to domestic firms.

The chapter aims to present major trends regarding FDI in innovative sectors in Poland. 
The research period covers the years 2011–2017. The research tools used in the chapter are 
the review of Polish and foreign literature as well as desk research based on the data from the 
statistical database of the National Bank of Poland (NBP).
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2. Innovation and innovation models

The term “innovation” has a broad meaning. On the one hand, it embraces technological 
improvements, on the other hand, it also has a social dimension. The multidimensionality of 
the concept of innovation is reflected in vast reference literature. The classic definition of 
innovation, proposed by Schumpeter [2: p. 14], emphasizes not only the effect of “the novelty 
of products”, i.e. the launch of a new product, previously unknown to consumers, or a new 
variation of the existing product, but also the implementation of a new production process.

The term “innovation” also means the emergence of a new market for a specific in-
dustry (including a foreign market), the use of new raw materials or components in a pro-
duction process, or the application of a new production organization. According to OECD 
[3: pp. 49–55], innovation should be understood as the introduction of a new or meaningfully 
improved solution to a company practice in relation to a product, process, marketing or orga-
nization. This means that innovations fall under four categories: product innovations, process 
innovations, marketing innovations and organizational innovations [4: p. 117].

Concepts related to innovation are also innovative activity and innovativeness. The for-
mer concerns scientific, technical, organizational, financial and commercial actions that lead 
to the implementation of innovation. Innovativeness, on the other hand, involves the activity 
aimed at implementing innovations, both in the private and public sectors [3].

Jensen [5] identifies two key modes of innovation (Tab. 1). The basic criterion is a way 
of defining and transferring knowledge that is the basis for innovation. The two modes are:

 – the STI mode (Science, Technology, Innovation) based on R&D expenditure. In the 
STI model, knowledge is codified as instructions, specifications, process descriptions, etc;

 – the DUI mode (Doing, Using, Interacting) based on learning through relationships and 
interactions with research institutions, clients and suppliers; in the DUI model, knowl-
edge tends to be more informal (tacit knowledge), often local (contextual) and based on 
experience and skills (individual and team).

Table 1. Innovation models: STI and DUI

Specification STI Mode DUI Mode

Type of 
knowledge 

Analytical, codified, 
explicit, scientific, 
know-what, know-why

Tacit, implicit, contextual. know-how and 
know-who

Knowledge 
acquisition

R&B activity learning-by-doing, by-using, by-interacting

Type of innovation Radical Incremental

Innovation activity The production of 
knowledge, knowledge 
transformation 

Knowledge transformation, Product placement

Knowledge 
context 

Global and general Local and territorial
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Knowledge 
management 
strategy 

Disseminated within the 
organization as codified 
knowledge

Exchange of knowledge between organizational 
departments, network structures of cooperation 
facilitating learning, project teams, teams solving 
specific problems, employee turnover, proximity 
of consumers

Innovation
promotion strategy

Innovation pursued based 
on the in-house model or 
close business networks

Innovation pursued based on the networking 
model

Source: own elaboration based on [5]

In the countries in political and economic transition, such as Poland, only to a very limit-
ed degree is innovation funded by its own R&D expenditure. A much greater role is played by 
innovations coming from abroad. The process that makes it possible for enterprises operating 
in the country importing innovations from highly developed economies to use new technol-
ogies is a multi‑stage process known as the process of international diffusion of innovations. 
In the reference literature, the definitions of diffusion of innovations tend to emphasize their 
technological dimension [6: p. 3]. Increasingly, however, depending on the nature of an inno-
vation and the area of its implementation, the definitions of diffusion are extended to embrace 
the aspects related to social sciences [7: p. 12 and further].

3. FDI and its role in creating innovation

Nowadays, one of the paths for the diffusion of innovation is through the links to for-
eign entities that take the form of FDI. Foreign direct investment is made in a country other 
than an investor’s country of origin and it involves investing capital – usually long‑term – in 
a foreign enterprise in order to obtain effective management control over this enterprise and, 
as a result, generate profits. Investment of this type includes: an acquisition of shares in ex-
isting foreign companies, an establishment of a new subsidiary abroad, an establishment of 
a joint venture with a foreign entity and an acquisition of real estate abroad in order to expand 
activity [8: pp. 124–125]. According to the OECD terminology [9: p. 17], direct investment 
occurs when a foreign investor holds a stake of minimum 10% in a given enterprise, while 
at the same time it does not necessarily exercise absolute control over this enterprise, as it 
is only important that it has some decision-making involvement in its management. Direct 
investment may be a greenfield project (i.e. building an entirely new business), a brownfield 
project (i.e. takeovers or acquisitions of existing enterprises though privatization), or a capi-
tal involvement in an enterprise (if the 10% threshold is exceeded).

Literature proposes a number of theories which explain why investors invest their cap-
ital abroad, for example monopolistic advantage theory, international product life-cycle the-
ory, location theory, internalization theory. However, the most quoted theory that constitutes 
their synthesis is the eclectic theory of international production developed by J.H. Dunning 
[10, 11], also known as the OLI paradigm. It posits that the condition for FDI is the si-
multaneous occurrence of three elements, i.e. the company having a ownership advantage, 

Table 1. cont.
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a location advantage and an internalization advantage. Apart from the classic OLI paradigm, 
contemporary corporations also incorporate – in their decisions on the choice of the FDI tar-
get market – other “soft” factors that account for specific “added value” of a location. There 
embrace, for example, the character of the labor market, economic infrastructure, economic 
climate, public relations of the location, and cultural determinants [12: pp. 217–218].

Determinants conducive to the diffusion of innovation through FDI can be analyzed at 
the level of the economy and at the level of enterprises. The ability to benefit from access to 
knowledge, technologies and new markets through FDI depends on the absorption capacity 
of the economy at both technological and social level. The absorptive technological capabil-
ity of the economy means the ability to understand and effectively apply technical knowl-
edge. This often requires the accumulation of skills, hidden knowledge, internal development 
work and technical infrastructure, through which transfer and assimilation of innovations 
can take place. The social absorptive capacity of the economy refers to the existence of ad-
equate human and social capital as well as favorable institutional conditions. Human capital 
is the carrier of knowledge and skills as well as the means of their transfer (this applies in 
particular to specialist, technical and engineering skills) [13]. Social capital, which consists 
of social norms and values, determines the level of social trust, inclination to change, and 
risk aversion. The quality of institutions is, on the other hand, related to the intensity of 
competition between entities. Institutional determinants tend to concern issues related to the 
protection of innovators’ rights and institutional barriers encountered when implementing 
new technologies.

The ability to benefit from access to innovation through FDI also depends on the fac-
tors related to companies operating in the host market as they affect the ability to identify 
external innovations and the possibilities of their assimilation, imitation and development. 
The acquisition and implementation of innovations, especially those of technological nature, 
is expensive, which usually means that only enterprises with adequate resources can afford 
it. In this context, the twofold role of national R&D expenditures is emphasized. On the one 
hand, research increases knowledge resources and can contribute to the development of new, 
innovative solutions, on the other hand, it strengthens the capacity for adapting technologies 
and solutions already used outside even if it does not lead to new ideas (the so-called other 
face of R&D) [14]. Moreover, the ability of enterprises to effectively implement innovation 
depends on their intellectual capital, considered at three levels: human capital (knowledge, 
skills and competencies), structural capital (organizational ability to learn, the organization 
of the workplace, cooperation) and relational capital (networks, clusters, associations, infor-
mal relationships).

4. FDI in innovative sectors in Poland 
through prism of selected statistical data

For the purposes of this study, innovative industries are defined as those that report the 
highest R&D expenditure (this group has been extended to include the entities related to 
motor vehicle retail due to the classification of some automotive manufacturers in this in-
dustry). They include the manufacture of basic pharmaceutical products and pharmaceutical 
preparations (C21), the manufacture of basic metals (C24), the manufacture of fabricated 
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metal products, except machinery and equipment (C25), the manufacture of computer, elec-
tronic and optical products (C26), the manufacture of machinery and equipment n.e.c. (C28), 
the manufacture of motor vehicles, trailers and semi-trailers (C29), other production related 
sectors (total) (C_OTH), wholesale and retail trade and repair of motor vehicles and motor-
cycles (G45), wholesale trade, except of motor vehicles and motorcycles (G46), telecom-
munications (J61), other information and communication related operations (J58, J62, J63), 
scientific research and development (M72) [15: p. 47 and further].

In the years 2011–2016, FDI transactions in innovative industries in Poland were re-
ported in positive values (Fig. 1). In 2016, the FDI inflow amounted to PLN 24.4 billion as 
compared to PLN 10.8 billion in 2011, which means that in the analyzed period the trend 
exceeded a two-fold increase.
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Fig. 1. FDI inflow in innovative sectors and in other industries in Poland, 2011–2016

Source: own elaboration based on [15]
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Fig. 2. Breakdown of FDI inflow in innovative industries in Poland by trade, 2011–20116

Source: own elaborating based on [15]

The highest dynamics were reported in 2013 compared to the previous year – an in-
crease of 76% – and in 2016 as compared to the previous year – an increase of nearly 59%. 
In 2013, other industries reported total divestment, which proves the relative resilience to 
changes in the business cycle of investments pursued in innovative industries. Considering 
the share of FDI in innovative sectors in relation to the value of FDI in Poland in total, it 
increased from nearly 23% in 2011 to 44% in 2016.

Foreign investors, investing in innovative sectors, chose various types of economic 
activity (Fig. 2).
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In the years 2011–2012 and 2015–2016, the highest FDI came from entities dealing in 
the production of motor vehicles, trailers and semi-trailers, excluding motorcycles – 83% and 
63% respectively, and 52% and 48% in the FDI invested in innovative industries. In the years 
2013–2014 and in 2016, a relatively high share of FDI was recorded in entities operating in 
information and communication – 50%, 36% and 37% respectively. However, the lowest 
value of investment in the years 2011–2016 was recorded for the activity related to scientific 
research and development. In the years 2011–2016, the strongest fluctuations were observed 
in the FDI inflow into enterprises operating in information and communication, the manufac-
ture of motor vehicles, trailers and semi-trailers, excluding motorcycles, and wholesale and 
retail trade of motor vehicles with the repair of motor vehicles. On the other hand, the inflow 
of investment to the industrial processing and scientific research and development was more 
stable [14].

An important feature distinguishing innovative industry from other industries in Poland 
is their profitability (Fig. 3).
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Fig. 3. FDI rate of return in Poland, 2011–2016

Source: own elaboration based on [15]

The analysis of the rates of return in 2011–2016 shows that the return rates achieved by 
foreign investors (an average of 12.65%) on the entire capital invested in innovative sectors 
were twice as high as in other industries (an average of 6.32%). The highest rates of return 
on FDI in innovative sectors in Poland were reported in 2012 and 2014 – they amounted 
to 14.0% and 13.5% respectively. Relatively high rates of return are probably one of the 
reasons for FDI inflows in innovative sectors in Poland.

5. Conclusions

Based on the synthetic analysis and evaluation of the FDI inflow to innovative sectors 
in Poland, the following conclusions can be made:

 – FDI in Poland is gaining in importance. An increasing number of foreign investors es-
tablish their subsidiaries in Poland and tie up their capital here, which contributes to the 
improved financial situation of the country.
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 – In recent years, the significance of direct investment in industries classified as inno-
vative has been growing in Poland. The most important contribution is made by FDI 
related to the manufacture of motor vehicles, trailers and semi-trailers, excluding motor-
cycles, and information and communication related operation. The lowest involvement 
of FDI was recorded in the area of scientific research and development.

 – Increased FDI inflows into innovative sectors are primarily associated with the profita-
bility of such enterprises, which is higher than average, and, in consequence, the greater 
possibility of reinvesting profits. To a lesser extent, FDI leads to the establishment of 
new enterprises.

Poland’s government, recognizing the positive impact of FDI on innovative sectors, 
introduces a number of new regulations and incentives for foreign investors. It is expected 
that FDI will positively affect the economic situation in Poland in the long run. However, 
due to the FDI inflow into the economy, a variety of problems may also arise. Excessively 
aggressive investor activity (e.g. demanding tax and legal incentives) may result in unfavor-
able opinions about foreign investors (e.g. alleged efforts to infringe on the sovereignty of 
the host country).
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1. Introduction

Competitiveness is a basic notion in economic studies, both in micro-, meso-, and mac-
roeconomic terms. However, this notion has no clear universal definition, which is a result of 
the fact that it derives from at least three trends in the theory of economics: theory of interna-
tional trade, theory of economic growth and microeconomics. It is often identified with com-
petitive advantage only, although it is not completely correct as Siggel [1] notes. Latruffe [2] 
defines it as the ability to face the competition and to succeed against such competition. The 
European Commission [3] in the report “Measuring Competitiveness” emphasizes that com-
petitiveness at the sector level is strongly connected with productivity and trade.

The consequences of the wide interpretation of competitiveness are difficulties connect-
ed with the proper selection of measures for its assessment. This chapter focuses on the as-
sessment of the external competitiveness of the sector, manifested in achieving, maintaining 
and increasing the market share in relation to other competitors in the international market 
[2, 4, 5]. According to International trade is one of the oldest forms of economic cooperation 
between countries and it means the flow of goods connected with crossing the borders. It drives 
the development of the economy, sectors and businesses. However, many countries have in-
sufficient potential to compete in the export market. The importance of foreign trade for the 
development of the member states is also emphasized in the strategy “Europe 2020” [6]. Trade 
stimulates improvement in efficiency and innovativeness, which is reflected in the increased 
level of employment, pay and welfare [7]. Thus, respective member states are interested in 
building a strong competitive position in the trade in goods and services since it contributes to 
increasing the value of trade and at the same time the level of economic openness.

The basic premise, and simultaneously the condition for developing international trade 
is differentiation of production between respective countries, that is, specialized production. 
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In the agri-food sector, more than in other divisions of national economy, it is determined by 
the availability, dynamics but, above all, by the effective utilization of necessary production 
factors, including natural resources. For this reason, the significance of trade in agricultural 
and food products is different in respective countries [8]. The expansion of the European 
Union, globalization processes, progressing liberalization in the global trade in agricultural 
and food products, progress in transport and communications technologies, decreasing costs 
of logistics and evolution, have contributed to changes in the level and structure of interna-
tional trade in the Community [9, 10].

With regard to the aforementioned, this chapter aims to evaluate the competitiveness 
of new member states of the European Union in comparison to member states forming the 
so‑called ‘old 15’ in terms of international trade in agricultural and food products.

2. Materials and methods

The competitive position of the member states of the European Union was assessed 
with reference to Section 0 of the Standard International Trade Classification (SITC) – food 
and live animals. Years covered by the study were 2004, 2010 and 2016. Thus, the research 
period covers two six-year periods starting from 2004 when the largest expansion of the 
European Union in its entire history took place. New EU members were 13 countries that 
acceded to the European Union in and after 2004, i.e. Cyprus, Czech Republic, Estonia, 
Lithuania, Latvia, Malta, Poland, Slovakia, Slovenia, Hungary, Bulgaria, Romania, and Cro-
atia (EU-13). The study was carried out using data from the international trade database 
ComExt – EUROSTAT [11]. Analyzing international trade, it was assumed that it was a sum 
of intracommunity trade with third countries.

The analysis was based on selected indicators describing international competitiveness 
in the aspect of trade:

 – The index of revealed comparative advantage (RCA) of export [12]:
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where:
 Xij – export of product i by the specific country to market m,
 Xiw – export of product i by the group of countries to market m,
 n – number of product types.

 – Trade Coverage Ratio (TC) ratio calculated as the relation between the export of food 
from the specific country and import of food to such a country [12]:
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where:
 Ex – value of export,
 Im – value of import.
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 – Intra-industry trade (Grubel–Lloyd) index which at the level of respective industries 
(commodity groups) is as follows [12]:
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x m

+ − −
=

+
 (3)

where:
 xi – export of goods forming part of industry i,
 mi – import of goods forming part of industry i.

The selection of the above-mentioned indices was dictated by the objective of the study 
and by the fact that for similar analyses it is definitely better to use more than one measure. 
For the purposes of correct reasoning it was also significant that the selected indices could be 
calculated based on the same data source and for the same time horizon.

3. Results of the research

Authors such as Ucak et al. [13] and Baiardi et al. [14] emphasize that export is a rele-
vant variable for measuring the competitiveness of the specific sector. The volume of trade 
turnover resulting from competitive activities is shaped both under the influence of exoge-
nous factors (following from the evaluation of international trade relations) and endogenous 
factors (connected with specific features of economies of respective countries following from 
their policy, e.g. volume, quality, structure and effective utilization of available production 
resources) [15, 16]. In addition, Carraresi and Banterle [17] indicate that in the last fifteen 
years, two significant events have affected the competitive performance of agriculture and 
food industry in different EU countries, namely the EU accession of Central and Eastern Eu-
ropean countries (CEECs) and the global economic crisis of 2008. Studies showed that EU-13 
member states increased their share in the EU exports of agricultural and food products 
in 2004–2016 (Tab. 1), which must be associated with the processes of integration and liber-
alisation occurring in the Community at that time. The growth took place despite relatively 
strong distortions in trade and fluctuations due to the seasonality of production. For many 
developing countries it is a chance for faster economic growth [18]. Despite the upward trend, 
in 2016 new member states had only 13.5% share in the value of exported products included 
in Section 0. Countries in which this group of products was the most significant one in inter-
national trade exchange are, for instance, Poland, Hungary, Czech Republic and Romania. In 
other EU-13 member states this share was lower than 1%. The export capacity of agri-food 
sector is determined by the competitive position of that sector. According to many authors, 
the competitive position of agriculture in new EU member states is relatively low [19– 21].

The assessment of the competitive position of new member states of the European 
Union in foreign trade in agricultural and food products expressed by means of the relative 
comparative advantage of export is presented in Table 2. It must be emphasized that the in-
dices of RCA show realized comparative advantage in the exports of a country, not a source 
of comparative advantage [22]. Comparative advantage is assessed comparing the relative 
share of commodity group ‛i’ in the exports of the specific country to the share of the same 
commodity group in the exports of other countries. When the index is higher than 1, it means 



94

that the country has comparative advantages over the reference market. However, if the value 
of the index is lower than 1, the country has no revealed comparative advantages in trading 
in the specific commodity or a group of commodities. In 2004 countries with the highest 
level of the index were represented by one new member state – Cyprus (3.35) – accompa-
nying member states such as Denmark (2.87), Greece (2.52), Spain (1.92) and the Nether-
lands (1.89). However, it must be emphasized that the share of Cyprus in the EU exports of 
food is very low (0.08%), which follows from the marginal importance of agriculture in that 
country. In 2016, the share of agricultural production of that country in the production of EU-
28 accounted for 0.16% only [11]. In 2016, the index for that country decreased to 1.52, 
which must be associated with a considerable decrease in the share of agricultural and food 
products in total exports from Cyprus (from 20% to 11.5%). In 2016, EU-13 member states 
with a relatively high RCA index were also Lithuania (1.93), Latvia (1.75), Croatia (1.58), 
Cyprus (1.52), Bulgaria (1.51) and Poland (1.45). In all those countries the value of the index 
was higher than on average in EU-15. The indicators of dynamics point to an improvement 
in the competitive position of most new member states in foreign trade in agri-food products 
after their accession to the EU. The RCA decreased in 2016 in comparison to 2004 only in 
Cyprus, Estonia, Hungary and Slovakia.

Table 1. Share of new EU member states in the EU exports of agri-food products  
in 2004, 2010 and 2016 [%]

Country 2004 2010 2016
Changes  

in 2004–2016  
in percentage points

Bulgaria 0.29 0.62 0.75 +0.46
Croatia 0.22 0.28 0.41 +0.19
Cyprus 0.08 0.07 0.08 0.00
Czech Republic 0.82 1.12 1.42 +0.60
Estonia 0.15 0.23 0.23 +0.08
Hungary 1.39 1.76 1.70 +0.31
Latvia 0.11 0.31 0.39 +0.28
Lithuania 0.41 0.85 0.90 +0.49
Malta 0.05 0.05 0.07 +0.02
Poland 2.54 4.13 5.45 +2.91
Romania 0.22 0.70 1.07 +0.85
Slovakia 0.15 0.39 0.39 +0.24
Slovenia 0.35 0.65 0.64 +0.29
EU‑13 6.79 11.16 13.50 +6.71
EU‑15 93.21 88.84 86.50 −6.71
EU‑28 100.0 100.0 100.0 0.00

Source: own elaboration based on data from ComExt – EUROSTAT [11]
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Table 2. Revealed comparative advantage (RCA) of export for agricultural and products  
in new EU member states as compared with EU-15 in 2004, 2010 and 2016

Country 2004 2010 2016 2004 = 100
Bulgaria 1.11 1.55 1.51 136.04
Croatia 1.03 1.24 1.58 153.40
Cyprus 3.35 2.52 1.52 45.37
Czech Republic 0.45 0.44 0.47 104.44
Estonia 0.98 1.01 0.93 94.90
Hungary 0.94 0.96 0.89 94.68
Latvia 1.07 1.70 1.75 163.55
Lithuania 1.67 2.12 1.93 115.57
Malta 0.74 0.71 1.18 159.46
Poland 1.28 1.34 1.45 113.28
Romania 0.35 0.74 0.91 260.00
Slovakia 0.48 0.70 0.44 91.67
Slovenia 0.34 0.52 0.64 188.24
EU‑13 1.06 1.19 1.17 110.38
EU‑15 1.16 1.14 1.14 98.28

Source: own elaboration based on data from ComExt – EUROSTAT [11]

The Trade Coverage Ratio (TC) shows the export specialization of the specific country 
in the analyzed group of products. If this ratio is higher than 100%, it means that the specific 
country specializes in export, which makes it possible to infer that it has a relative advan-
tage over the partners. In all the analyzed years the highest coverage of import with export 
(Tab. 3) in new member states was noted down in Hungary, Poland and Lithuania. In Bulgar-
ia in the analyzed years the ratio was also higher than 100%. On the other hand, the largest 
trade deficit with reference to the analyzed group of products is observed in Cyprus where the 
import/export coverage ratio ranged from 25.68% in 2010 to 37.63% in 2016.

Table 3. Ratio of coverage of import with export for new EU member states  
as compared with EU-15 in 2004, 2010 and 2016 [%]

Country 2004 2010 2016 Changes 
in 2004–2016

Bulgaria 104.79 113.61 129.59 +24.8
Croatia 42.18 55.90 67.35 +25.17
Cyprus 37.09 25.68 37.63 +0.54
Czech Republic 65.32 67.77 81.25 +15.93
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Country 2004 2010 2016 Changes 
in 2004–2016

Estonia 63.55 83.40 80.42 +16.87
Hungary 157.45 158.48 151.90 −5.55
Latvia 44.58 78.87 97.37 +52.79
Lithuania 116.74 126.94 133.46 +16.72
Malta 30.26 33.57 45.82 +15.56
Poland 135.26 126.93 147.74 +12.48
Romania 31.11 63.23 72.15 +41.04
Slovakia 67.15 62.71 71.08 +3.93
Slovenia 36.96 69.61 66.54 +29.58
EU‑13 71.73 82.05 90.95 +19.22
EU‑15 90.12 90.17 91.26 +1.14

Source: own elaboration based on data from ComExt – EUROSTAT [11]

Another measure adopted for the purposes of the study – the intra-industry trade in-
dex (Tab. 4) – was also variable both in the analyzed years and in the member states. High 
competitive advantage with reference to the analyzed group of products determined by the 
discussed index was noted down for new member states such as Bulgaria, Lithuania, Latvia, 
Czech Republic and Estonia. Among the states of the so‑called ‘old 15’, the highest intra‑in-
dustry trade index was noted down in France, Germany, Belgium, Austria and Italy. In 2016 
in all the above-mentioned countries it was higher than 90%. High values of this measure, 
close to 100%, testify to the occurrence of intra-industry trade exchange, which means that 
the streams of export and import of food products are overlapping to a large extent. They 
reflect the capacity of the above‑mentioned countries, and in particular France, to satisfy the 
demand‑related preferences of foreign customers, which in turn is a proof that the specific 
economy is capable of adaptation and is competitive [23].

Table 4. Grubel-Lloyd Intra-Industry Trade Index (IIT) for new EU member states  
as compared with EU-15 in 2004, 2010 and 2016 [%]

Country 2004 2010 2016 Changes 
in 2004–2016 

Bulgaria 97.66 93.63 87.11 −10.55
Croatia 59.33 71.71 80.49 21.16
Cyprus 54.11 40.86 54.68 0.57
Czech Republic 79.02 80.79 89.66 10.64
Estonia 77.71 90.95 89.15 11.44
Hungary 77.68 77.38 79.40 1.72

Table 3. cont.



97

Latvia 61.67 88.19 98.67 37.00

Lithuania 92.28 88.13 85.67 −6.61

Malta 46.46 50.27 62.85 16.39

Poland 85.01 88.13 80.73 −4.28

Romania 47.46 77.47 83.82 36.36

Slovakia 80.34 77.08 83.10 2.76

Slovenia 53.98 82.08 79.91 25.93

EU‑13 70.21 77.44 81.17 10.96

EU‑15 73.41 77.27 78.84 5.43

Source: own elaboration based on data from ComExt – EUROSTAT [11]

4. Conclusions

The presented study attempted to evaluate the competitive position of new member 
states of the European Union as compared with old member states (EU-15) in foreign trade 
in agricultural and food products. This assessment was based on selected indices referring to 
international trade. The studies showed that the significance of agri‑food products in inter-
national trade is differentiated in the member states of the European Union and in most new 
member states their significance increased in the analyzed period. The share of the specific 
group of products in total exports that was higher than average for EU-13 was noted down in 
Bulgaria, Croatia, Cyprus, Latvia, Lithuania, Malta and Poland.

Changes in RCA index in 2004–2016 point to an improvement in the competitive posi-
tion of most new member states in foreign trade in agri-food products after their accession to 
the structures of the EU. The Trade Coverage Ratio (TC) showed the specialization of select-
ed countries in food products. Among new member states, Hungary, Poland, Lithuania and 
Bulgaria revealed a relative advantage over partners in the analyzed years. On the other hand, 
out of the ‘old 15’, countries specializing in the export of the analyzed group of products are: 
Denmark, Ireland, the Netherlands, Spain and Belgium. In addition, the studies showed that 
EU member states were considerably differentiated in terms of intra‑industry trade exchange. 
High ability to satisfy the demand-related preferences of foreign customers was observed 
in particular in France, and as regards new member states – in Bulgaria, Lithuania, Latvia, 
Czech Republic and Estonia.

Changes in the competitive position of new member states in relation to trade exchange 
in agricultural and food products must be associated with new conditions in which these 
countries started to operate after their accession to the European Union. However, such a po-
sition largely depends on the level of agricultural development in respective member states. 
Meanwhile, as found by, among other authors, Nowak et al. [20], the level in EU-13 is much 
lower than in old member states. In addition, convergence processes are very slow and they 
require alignment processes and effective utilization of EU grants [24, 25]. The variety of 
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determinants shaping the competitive position of respective countries in trading in agricul-
tural and food products justifies the need for undertaking further studies in order to identify 
and evaluate them.
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CHAPTER 12

Opportunity Perception and Entrepreneurs’ Motivation 
in SME Context
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1. Introduction

Entrepreneurship is identified with pursuing opportunities [1]. Entrepreneurs strive to 
create, recognize and exploit opportunities. This process is analyzed by researchers represent-
ing various fields of science. In parallel, entrepreneurs’ motivation is investigated. It is be-
lieved, that both opportunity perception and entrepreneurs motivation affect the entrepreneur-
ial performance, what has its consequences both for organizations and economy. The previous 
research differentiate opportunity‑driven and necessity‑driven entrepreneurial activity [2].

The main questions behind this chapter are:
 – What specific opportunities are followed by entrepreneurs?
 – What specific motivation leads them to pursue opportunities?

These are core questions related to entrepreneurial activity in general.
The aim of this study is to examine the opportunity perception and entrepreneurs’ mo-

tivation, as well as their association with entrepreneurial orientation (EO) and firm’s inno-
vativeness in small and medium-sized enterprises. Our sample consists of 108 enterprises 
operating in the Małopolska region in south Poland. From many possible opportunities and 
motivation, we test seven selected opportunities and seven selected motivations and rank 
them according to their importance. Additionally, we employ correlation analysis to identify 
their associations with EO and firm’s innovativeness.

The structure of the chapter is as follows:
 – First, we review the literature to identify possible opportunities and motivations.
 – Second, we describe the sample and method.
 – Third, we present the results.
 – Finally, we discuss the results and its limitations and recommend some future develop-

ments in this line of studies.

mailto:rkusa@zarz.agh.edu.pl
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2. Theoretical background

Throughout the development of the theory of economics, entrepreneurship has been 
identified with ownership, risk‑taking, innovativeness. Nowadays, entrepreneurship is de-
fined as pursuing opportunities [1] as well as resources [3]. Morris [4: p. 8] states that entre-
preneurship “starts with an opportunity, and opportunities are rooted in the external environ-
ment”. Opportunity is defined as a “future situation which is deemed desirable and feasible” 
[1: p. 23], “in which new goods, services, raw materials, and organizing methods can be in-
troduced and sold at greater than their cost of production” ([5], as cited in: [6: p. 220]). Shane 
and Venkataraman [6] acknowledge that opportunities themselves are objective phenomena 
that are not known to all parties at all times, but the recognition of entrepreneurial opportu-
nities is a subjective process. Kirzner [7] mentions that entrepreneurial opportunities require 
the discovery of new means‑ends relationships, whereas the other for‑profit opportunities 
involve optimization within existing means-ends frameworks.

Stevenson and Jarillo [1: p. 23] argue that “opportunities vary among individuals and 
for individuals over time because individuals have different desires and they perceive them-
selves with different capabilities.” Moreover, desires can vary with the current position and 
future expectations, while capabilities vary depending upon innate skills, training, and the 
competitive environment. Prandelli et al. [8] posit that opportunity identification can be en-
hanced by entrepreneur’s ability to take the perspective of the user in a market as well as prior 
knowledge of the market. The role of opportunities in entrepreneurial action is highlighted in 
research of Global Entrepreneurship Monitor (GEM) ([9]). Among entrepreneurship’s indi-
cators, there is “perceived opportunities” that reflects the percentage of the 18–64 population 
who see good opportunities to start a firm in the area where they live.

According to Shook et al. [10: p. 381] opportunity search and discovery as well as op-
portunity exploitation is crucial elements of the entrepreneurial process. Among major factors 
that influence the process of opportunity recognition and development leading to business 
formation are entrepreneurial alertness; information asymmetry and prior knowledge; social 
networks; personality traits (including optimism and self‑efficacy, and creativity); and type 
of opportunity itself [11]. Chandler and Hanks [12: p. 78] highlight the ability to recognize 
and envision taking advantage of opportunity. Leutner et al. [13] posit that opportunity rec-
ognition (alongside with opportunity exploitation, innovation and value creation) are behav-
iors consistently identified in relations to individual differences in entrepreneurial success. 
Baggen et al. [14] found a positive association between entrepreneurial employee activities 
(which was expressed as to how often the employees were involved in innovation-related 
activities) and opportunity identification competence. They also found that opportunity rec-
ognition is influenced by self‑perceived creative self‑efficacy. The above review indicates 
that opportunities and the process of their recognition are a crucial element of entrepreneurial 
activities. We can assume that the more entrepreneurial organization, the more opportunities 
it recognizes and follows. Thus, we propose the hypothesis that perception of opportunities 
is positively correlated with entrepreneurial orientation (H1).

Entrepreneurial orientation (EO) is one of the conceptualizations of organizational en-
trepreneurship. It is rooted in the definition proposed by Miller [15: p. 771] that describes en-
trepreneurial firms as that “one that engages in product‑market innovation, undertakes some-
what risky ventures, and is first to come up with ‘proactive’ innovations, beating competitors 
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to the punch”. EO includes the following dimensions: risk-taking, innovativeness, proactive-
ness, autonomy and competitive aggressiveness [16].

To associate opportunities with entrepreneurial orientation, it is necessary to reflect the 
different types of opportunities. D’Souza [17] distinguishes innovative and imitative oppor-
tunities, while Holcombe [18] posits that opportunities can result from innovative activity or 
perception of opportunities offered by the market. Krupski [19] differentiates opportunities 
in terms of their sources (internal and external) and approach towards them (active and pas-
sive). Thus, we include in our examination seven types of opportunities: new markets and 
customers’ needs; new resources; technology development; new financial sources (including 
subsidies); highly demanding clients; competitors’ weaknesses and failures; and legal and tax 
regulations. We expect, that all of them are relevant, however, we examine their importance 
in the opinion of surveyed entrepreneurs.

We assume, that all of them are positively correlated with entrepreneurial orientation. 
However, we expect that the strength of the correlation can be different for each opportunity. 
Thus, we compare the level of correlation of the selected opportunities with EO. Addition-
ally, we examine their correlation with firm’s innovativeness, which has been perceived as 
the most important characteristic of entrepreneurship, and contemporary is one of the EO’s 
dimensions.

One of the key issues related to people and their behaviors in organizations is mo-
tivation. This relates to entrepreneurial activity as well. This leads to the implementation 
of planned behavior theory and motivation-opportunity-ability concept in entrepreneurship 
studies [20]. Stevenson and Jarillo [1] argue that an individual’s motivations are decisive for 
the emergence of entrepreneurial behavior. They posit: “By definition, nobody will pursue 
an opportunity if he/she does not want to, and we have seen argued that the very excep-
tional nature of pursuing opportunities without adequate resources makes it very difficult 
for top management to ‘force’ that pursuit through the typical managerial mechanisms by 
prespecifying task goals” [1: p. 24]. Hui-Chen et al. [20] have found that motivation affects 
entrepreneurial intentions. In this context special role is played by HRM (e.g. assessment and 
compensation) that can affect organizational entrepreneurship [21]. Thus, we propose the 
following general hypothesis (H2): entrepreneurs’ motivation is positively correlated with 
entrepreneurial orientation.

However, entrepreneurs are motivated by different motives. This is reflected in GEM 
methodology. GEM distinguishes “necessity-driven entrepreneurial activity” (people get 
involved in entrepreneurship because they had no better options for work) and “improve-
ment-driven opportunity entrepreneurial activity” that represents those, who state they are 
driven by opportunity (as opposed to having no better options for work) and who indicate the 
main driver for being involved in this opportunity is being independent or increasing their 
income, rather than just maintaining their income [9]. In this study, we investigate deeper an 
entrepreneur’s motivation. We compare seven motivations: exploitation of market oppor-
tunities; economic profit; entrepreneur’s independence; societal profit; verification of own 
ideas; self‑test of entrepreneur’s capabilities; and an opportunity to compete. Our aim is 
to rank them according to their importance in the opinion of surveyed entrepreneurs. As 
in the case of opportunities, we will correlate selected motivations with EO and the firm’s 
innovativeness.
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3. Sample and method

Our sample consists of SMEs operating in the Małopolska region (south Poland, with 
Kraków as the region’s capital city). They represent different industries. They are located 
both in urban and rural areas. They are diversified in a period of business activity. The data 
was collected with PAPI method from December 2017 till January 2019. After verification 
of the collected data, the answers obtained from 108 enterprises were analyzed. The sample 
characteristic is presented in Table 1.

Table 1. Sample description

Characteristics Variants N Percentage

Number of firm’s employees 10–49
50–249

66
42

60
40

Location urban
rural

29
79

26.9
73.1

Firm age
≤10 years

11–20 years
>20 years

35
37
36

32.4
34.3
33.3

Basing on the literature review, we have selected seven opportunities and seven moti-
vation. Additionally, we have included two latent variables, namely entrepreneurial orienta-
tion (EO) and the firm’s innovativeness. EO consist of nine items related to risk‑taking, in-
novativeness and proactiveness. The index of a firm’s innovativeness comprises three items. 
Cronbach’s alpha coefficient for EO and firm’s innovativeness are respectively 0.88 and 0.79. 
Our respondents were assessing each item in seven‑points Likert’s scale. Our analysis con-
sists of ranking the means related to opportunities and motivations, as well as correlating 
them with indices of EO and firm’s innovativeness. The analysis uses Statistica 13.1.

4. Results and discussion

The results of the analysis are presented in Table 2.

Table 2. Correlation matrix

Variable Mean St. dev. EO Innov.

Technology development as opportunity 5.26 1.42 0.42** 0.42**

New markets and customers’ needs as opportunity 4.93 1.22 0.35* 0.23

Highly demanding clients as opportunity 4.33 1.32 0.12 0.14

New resources as opportunity 4.21 1.10 0.02 −0.18

New financial sources, including subsidies, as opportunity 4.09 1.38 0.12 0.10
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Legal and tax regulations as opportunity 3.51 1.71 −0.17 −0.42**

Our competitors’ weaknesses and failures as opportunity 3.37 1.48 −0.06 −0.14

Economic profit as motivation 5.63 1.09 0.04 0.01

Exploitation of market opportunities as motivation 5.02 1.16 0.31* 0.30*

Entrepreneur’s capabilities self‑test as a motivation 4.74 1.20 0.28 0.14

Entrepreneur’s independence as motivation 4.67 1.15 0.10 0.11

Societal profit as motivation 4.40 1.12 0.15 0.01

Verification of own ideas as motivation 4.07 1.24 0.39** 0.33*

Competition as motivation 3.44 1.12 0.20 0.02

Entrepreneurial orientation 4.58 0.61 1.00 0.79***

Innovativeness 5.20 0.96 0.79*** 1.00

*p < 0.05, **p < 0.01, ***p < 0.001

The results presented in Table 1 show that entrepreneurs perceive as the most important 
the opportunities related to technology development (5.26) and new markets and customers’ 
needs (4.93). Additionally, the entrepreneurs are motivated mainly by the possibility of eco-
nomic profit (5.63) and exploitation of market opportunities (5.02). These results indicate 
that entrepreneurs represented in our sample are driven by opportunities.

Our results unveil the correlation between motivation to verifying of own ideas 
and EO (0.39), as well as between motivation to exploring market opportunities and EO (0.31). 
The perception of technology development and EO are also significantly correlated (0.42), 
as well as the perception of new markets and customers’ needs as opportunity and EO (0.35).

The innovativeness is correlated most strongly with the perception of technology devel-
opment as an opportunity (0.42), while its correlation with perceiving legal and tax regula-
tions as an opportunity is strongly negative (−0.42). This indicates the role of entrepreneurs’ 
opportunity perception in the innovation processes, namely, entrepreneurs’ interests in tech-
nology development that they can impact on, instead of changes of the legal environment that 
are created and given by the policymakers.

The above results support our hypotheses that perception of opportunities is positively 
correlated with entrepreneurial orientation (H1) and entrepreneurs’ motivation is positively 
correlated with entrepreneurial orientation (H2).

The possibility to gain economic profit is the main motivation among entrepreneurs in 
the surveyed sample, however, economic profit is not significantly correlated with EO. This 
ambiguous observation may indicate that pursuing profit is not so important as pursuing op-
portunities, or that EO does not fully reflect entrepreneurial spirit and overestimates the role 
of economic profit.

Finally, the results show that competition plays a less important role than other motiva-
tions investigated in this study. This is accompanied by observation, that competitors’ weak-
nesses and failures are perceived as opportunity much less than other situations. These findings 

Table 2. cont.
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suggest the need to examine the entrepreneurs’ approach towards other entities (including 
their competitors) and the need to revise the position of competition in the EO construct.

Other variables are not significantly correlated with neither innovativeness nor entrepre-
neurial orientation. There is no a significant difference in correlation levels in terms of our 
control variables (number of firm’s employees, location, firm’s age).

The presented results confirm the role of opportunities and market orientation in en-
trepreneurial activity. The observation that technology development and new markets and 
customers’ needs are perceived as an opportunity and are correlated with EO supports the 
previous direction of the entrepreneurship theory development, wherein opportunities are 
constitutive characteristics of entrepreneurial actions [1]. Our results are in line with interna-
tional comparison provided by GEM, that shows that the perception of opportunities among 
Polish entrepreneurs is at a high level (68.5 comparing to a range from 19.2 to 81.6 observed 
in 21 countries from Europe and North America, that counts as third place in the rank), while 
perceived capabilities is also relatively high (46.6 comparing to range of 27.4 to 56.8) [22]. 
Our study contributes to the previous entrepreneurship research body by indicating these 
opportunities that may be most recognized by entrepreneurs (i.e., technology development, 
new markets, new customers’ needs). Moreover, our study confronts entrepreneurs’ oppor-
tunity perception and motivation with entrepreneurial orientation, which is one of the most 
common operationalizations of organizational entrepreneurship. Additionally, our findings 
contribute to the innovation theory development by indicating that motivation to verification 
of own ideas and motivation to the exploitation of market opportunities are correlated with 
innovativeness (as well as with EO). This observation highlights the role of entrepreneurial 
approach in innovative activity.

This study provides also one observation important for policymakers: legal and tax reg-
ulations play a less important role than other opportunities, and it can be interpreted as neutral 
(the results suggest that the same number of entrepreneurs in the sample see and do not see 
it as an opportunity).

The study here has some limitations. First, it is an exploratory study that focuses only 
on several possible motivations and opportunities selected from a wide range of them. Sec-
ond, the sample is limited in number, location and size of enterprises, while previous studies 
indicate the impact of the context and entrepreneurial ecosystem. Third, we refer to the en-
trepreneurial orientation that is only one of conceptualizations of organizational entrepre-
neurship. Fourth, the method of collecting data is based on self-descriptive responses which 
imply subjective components and may result in self‑evaluation bias. And finally, the data are 
examined with basic statistics.

The above limitations suggest that the study’s results should not be generalized to total 
populations, but rather be interpreted as an indication of the relative importance of examined 
opportunities and motivations (from the perspective of a particular group of entrepreneurs).

5. Conclusions

This study contributes to theory development by providing a deeper understanding of 
entrepreneurs’ opportunity perception and motivation. In particular, our results show that 
entrepreneurs see opportunities mainly in technology development and new markets and 



107

customers’ needs. They are motivated mainly by economic profit and the possibility to ex-
ploit market opportunities. Additionally, an important finding is that perception of new mar-
kets and customers’ needs and technology development, as well as motivation to verifying 
own ideas and to exploit market opportunities are significantly positively correlated with 
entrepreneurial orientation. This confirms the constitutive position of opportunities in entre-
preneurship theory.

The findings shed light on opportunity driven entrepreneurship, however further stud-
ies are recommended. The perception of opportunities may be affected by an organization’s 
characteristics, thus it is recommended to investigate it within the bigger and more diversi-
fied sample. In particular, the examination of opportunity perception in different contexts 
(industry, economy, culture) may develop an understanding of the role of the entrepreneurial 
ecosystem. Finally, long‑term studies may explain how an entrepreneur’s perception evolve 
over time.
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1. Introduction

Etymologically, motivation is associated with stimulation to performance and its task is 
to persuade to act in the intellectual or physical sphere [1: p. 112]. In an enterprise, motivat-
ing is a process of deliberate influencing the behavior of employees by creating conditions 
which enable employees to meet their needs in order to contribute to the organization’s goals 
[2: p. 121]. The motivating unit is usually the supervisor to whom the employees are subject. 
The applied systems and motivational actions play an important role in managerial work and 
should create conditions for fulfilling the motivational expectations of the decisive agent 
[3: p. 199]. Employees are motivated by the ability to meet their needs. In order for moti-
vation to be effective, the incentives used should create a coherent system, they should be 
accepted by the employees while management should distinguish the incentive process that 
is individualized and specific for every person, from the process of motivating, or the process 
of affecting by incentives [4: p. 24]. The variety of human characteristics, needs, values held 
and aspirations as well as ways of thinking and changing all of these under the influence of 
various circumstances, cause that the design of motivational systems should be subject to 
modifications and even ought to be individualized, while the design of an incentive system is 
a difficult tasks in management [5: p. 17]. Motivating is a system of actions implemented by 
managements that guide and support the behavior of subordinates, allowing the achievement 
of organizational goals. The motivating process in an enterprise is regulated by motivating 
tools. They are a collection of procedures and organizational solutions. There are three main 
groups of motivating factors: coercive, encouragement or persuasion measures [6: p. 503]. 
Along with social and economic development, views on effective management have changed, 
which in turn influenced changes in motivation models [7]. They have evolved from the tra-
ditional model, through the human relations model and to the human resources model. The 
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main assumption of the last of these is a subjective treatment of employees, introducing 
integration of an organization’s goals with its employees’ goals and the creation of technical 
and organizational conditions that trigger self-direction and self-control among employees 
[8: p. 45]. The aim of the research was to learn about motivating employees in enterprises, to 
get to know employees’ opinions on the subject and to identify the most motivating factors.

2. Methodology

The data provided by the two companies were used. Information was obtained from the 
management of these enterprises, HR departments, marketing departments and employees 
who, with the consent of the management, filled out questionnaires. The survey covered all 
employees from the companies. In enterprise 1, 56 employees completed the survey, which 
accounted for 75% of all employees. In company 2, completed questionnaires were received 
from 70 employees, which accounted for 82% of employees. In total, the two companies 
provided opinions from 126 people. The database was created and calculations were made 
in Excel. The research was anonymous, its respondents passed the questionnaires to an inter-
viewer, who was not an employee of any of the enterprises.

3. Characteristics of enterprises

Company 1 started its activity in 1992 as a civil partnership. Currently, it is a large and 
well-known bicycle accessories wholesale company on the Polish market, it produces bicycle 
wheels and sells and services bicycles. The enterprise cooperates with numerous world-re-
nowned companies producing bicycle tires, lighting, frames, meters, pulsometers and moni-
tors for bicycles, devices that help to lead an active lifestyle with a bicycle as well as bicycle 
clothing. These are such companies as: Kenda, Trigon, Rower Tour de France, Bion, Ravx. 
A wide range of products from the bicycle industry makes the company provide everything 
that a cyclist needs. In 2011, the company resigned from its own transport and established 
cooperation with specialist shipping companies and now customers can order goods online.

Company 2 started its activity in 1982 and in the first years it was involved in the pro-
duction and selling of furniture. In 2000, the company resigned from furniture production. 
It focused on the manufacture of power tools and parts for them and started the production 
of cast iron products, mainly gate automation and metal fittings for gardens and furniture. 
The company produces, retail sales and wholesale, as well as provides assembly services. 
Customers can also place orders online, and external shipping companies deliver goods to 
a given address. The company cooperates with Italian, Chinese and Belgian enterprises from 
related industries, which allows to expand its commercial offer.

4. Findings

In both enterprises, employees with secondary education prevail. In company 2 there 
are more employees with higher and vocational education. Few employees in the companies 
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reported that they have primary education. The gender structure in both enterprises is dom-
inated by men. The structure of seniority in the surveyed enterprises shows that the most 
people have worked longer than 6 years, which informs that the movement of the crew is 
not excessive. It can be positively assessed that in the structure of seniority there are also 
junior employees who have been employed for less than a year. The monthly gross salary 
for a majority of the respondents ranges from 2001 to PLN 4,000. In company 1, one fifth 
of the respondents and in company 2 one fourth reported a level of gross remuneration from 
PLN 4001 to PLN 6,000. Individual employees from company 2 reported that their remu-
neration ranged from PLN 6001 to PLN 10,000. In both enterprises, no one reported a salary 
higher than PLN 10,000 (Tab. 1).

The respondents pointed out that in their enterprises, occasional bonuses (92%, 97%) 
and monthly bonuses (94%, 85%) are used in the context of financial incentive. Occasional 
bonuses are Christmas and Easter bonuses. In company 2, a monthly financial reward is paid 
out for the best employee. There are seasonal bonuses in enterprise 1, which is related to the 
seasonality of bicycle sales.

Table 1. Demographic characteristics of respondents and level of remuneration

Level of education, gender, seniority in the enterprise
Enterprise

1 2

Level of education

full higher 19 29

incomplete higher – 6

secondary 62 35

vocational 13 24

elementary 6 6

Gender [%]
females 30 19

males 70 81

Seniority in the current company [%]

<1 year 13 9

1–3 years 19 17

4–6 years 11 23

>6 years 57 51

Monthly gross salary [PLN]

>10,000 – –

6,001–10,000 – 6

4,001–6,000 21 25

2,001–4,000 71 65

1,001–2,000 8 4

Source: based on data from questionnaires
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When asked to indicate the most important factors based on which a bonus is paid and 
its amount calculated, the employees stated that it depends on the degree of personal involve-
ment (100%, 100%) and on the quantity and quality of work (88%, 92%). In third place they 
reported various coincidental factors (24%, 25%).

The degree of motivation of the indicated factors to performing work-related duties was 
assessed on a five‑point scale, where the number 1 expressed the lowest mark and the num-
ber 5 the highest. The highest score was obtained by the level of remuneration (5.0 and 5.0). 
In the second and third place with the similarly high rating in both companies, the respon-
dents pointed to the atmosphere at work and good relations with superiors (4.9 and 4.6).

The employees comparably assessed the possibility of receiving pay rises (4.6 and 4.3) 
and employment stabilization (4.5 and 4.5). In the five‑grade scale, the respondents also 
positively assessed the possibility of self-realization at the place of employment (4.0 and 4.1) 
and the ability to make decisions (4.2 and 4.1). In further places, the respondents emphasized 
the importance of praise, the possibility of participating in courses and also appreciated work 
benefits (Tab. 2).

Table 2. Assessment of motivating factors in respondents’ opinions

Factor
Enterprise

1 2

Satisfying remuneration for work 5.0 5.0

Good atmosphere at work 4.9 4.6

Good relations with superiors 4.9 4.6

Receiving pay rises 4.6 4.3

Stability of employment 4.5 4.5

Possibility of self-realization and development 4.0 4.1

Possibility to make individual decisions 4.2 4.0

Interesting and satisfying job 3.9 3.8

Use of public praise 3.5 3.2

Possibility of participating in courses and trainings at the company’s expense 2.5 3.0

Attractive benefits 3.0 3.9

Rating scale: 1 – lowest rating, 5 – highest rating.

Source: Prepared on the basis of data from questionnaires

The respondents in their opinions stated that the factors of non-wage motivation are also 
important to them. Among the factors used in their enterprises, they rated highest the use of 
a mobile phone (56%, 70%). The next were satisfactory working conditions (41%, 57%), 
followed by a laptop computer (40%, 45%), co‑financing holidays (25%, 30%), integration 
meetings for employees and families (19%, 32%), financing trainings or co‑financing studies 
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(15%, 26%) and medical care (18%, 25%). The employees expressed that their workplac-
es also offer free or discounted swimming pool and gym passes, as well as interest‑free 
employee loans.

The responses regarding satisfaction with the received remuneration level were as fol-
lows: ‘rather yes’ 63%, 80%, ‘definitely yes’ 37%, 20%. Among the respondents there were 
no indications for the response variants: ‘not happy’ and ‘definitely not happy’.

The employees in their statements stressed that their enterprises also use penalties 
(100%, 95%). Most of the respondents believe that the use of penalties in a company mo-
bilizes for better work (81%, 88%). Some have a different opinion and believe that the ap-
plication of penalties discourages better work (13%, 6%). According to a small group, pen-
alties have no impact on the quality of work (6%, 6%). The employee incentive system 
used in the enterprises was positively assessed (95%, 95%). Few people chose the answer 
of ‘rather yes’ (5%, 5%). None of the respondents indicated a negative answer, or ‘rath-
er not’. The non‑wage incentive system was assessed by the respondents as follows: ‘very 
good’ 5%, 15%; ‘good’ 62%, 55%; ‘sufficient’ 29%, 25%, ‘weak’ 4%, 5%. A vast majority of 
the respondents from both companies are currently not considering changing their place of 
employment (92%, 85%). Some pointed out that they were considering employment changes 
in the past, but currently, after a change in the remuneration system, they are not considering 
it (8%, 10%). Only a few respondents from company 2 (5%) are considering this situation, 
but are not ready to make a decision.

5. Conclusions

Although the statements of particular respondents were diverse, which is a result of 
the individuality of each of the employees, the analysis of the collected opinions allowed 
to state that the incentive system is assessed positively by the employees in the enterprises 
concerned. In the motivation process, the managements use a wide set of wage and non-wage 
factors. Salaries are the most motivating factor. Other motivational factors of an economic 
nature are positively assessed by the employees. Non‑wage benefits are characterized by 
high freedom and one can accept the thesis that the assessed enterprises have yet to take into 
account the needs and expectations of the employees. There is a need to review the penalties 
applied, because in the opinions of some employees they do not stimulate better work or do 
not affect the quality of work.
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1. Introduction

Competitiveness accompanies man in each area of activity and its idea is rivalry of 
groups or individuals to achieve the same objectives). In a dynamic economy, continuous 
search for and use of unique (internal and external) factors, standing out in a market, and 
taking a better position than competitors become sources of market success. In response to 
growing expectations of their environment, enterprises include more and more aspects of 
Corporate Social Responsibility in their strategies.

It is the objective of this chapter to specify factors affecting competitiveness of large 
enterprises. Two research hypotheses are proposed:

 – H1: Implementation of Corporate Social Responsibility (CSR) is a statistically signifi-
cant factor influencing enterprise competitiveness.

 – H2: Advertising and public relations are statistically significant instruments of competing.

The theoretical section presents a critical review of specialist literature. Factor analysis 
is applied to verification of the research hypotheses. Statistica 12 and an auxiliary support 
MS Excel 2016 spreadsheet are utilized as tools of data analysis.

2. Enterprise competitiveness – literature review

Economic theory presents a range of approaches to competitiveness [1: p. 8, 
2: pp. 89–96, 3: pp. 13–21, 4: p. 88, 5: pp. 511–545]. This is partly due to the fact competi-
tiveness may be studied at several levels: of a state or region [6, 7], sector, industry, part of 
economy [8, 9], group of countries [10, 11], an enterprise [12, 13] and adopting a wide range 
of metrics and indicators. Some authors even stress the issue is not defined in economic 
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theory (e.g. [14: p. 1283). Added to all that, many recognized economists employ the term 
competitiveness without providing a definition. E. Szymanik [15] and R Nowacki [16] pres-
ent a detailed review of the definitions. Some focus on micro‑ and mezzo‑economic founda-
tions, others address transnational aspects of competitiveness.

Competitiveness is one among many characteristics of each enterprise. A minimum of 
two enterprises engaged in the same or related activities must exist so that one competes 
against the other. Competitiveness has become a starting point of market analyses and dis-
cussions and an integral part of economies, sectors, and individual enterprises that carry out 
market trade. It is for these reasons that recent literature has made a number of attempts at 
defining competitiveness from the viewpoint of an enterprise as well.

Competitiveness of an enterprise may denote:
 – its ability to discover changes in its environment and inside it by continuing improve-

ment of market competitiveness criteria compared to its rivals [17: p. 10];
 – its economic power relative to its competitors in the global market where products, 

services, people, and innovations move freely across geographical borders [18: p. 563];
 – its ability to achieve and maintain competitive advantage; in this sense, it can be synon-

ymous with a firm’s competitive ability [19: p. 77];
 – its ability to keep creating a development trend, productivity growth (measured on the 

micro scale), and effective development of sales markets where competitors offer new, 
improved, and cheaper goods and/or services ([13: p. 125];

 – its ability to profitably manufacture products that meet market requirements in respect 
of prices and quality [20: pp. 294–295];

 – overall activities of an enterprise including not only effective sales but other types of 
operations as well [21: p. 3];

 – its ability to effectively pursue objectives in a free market economy and to gain advan-
tage over other players in the competition process [22: p. 75];

 – its ability to provide customers with appropriate goods or services of adequate quality in 
the right place and at the right time, so that customer needs are fulfilled more efficiently 
and effectively than by other enterprises [23: p. 9].

Enterprise competitiveness is employed both in the context of global competition for 
shares in the world market and in the micro context of attaining specific results against oth-
er players in local markets [24: p. 93]. M. Dzikowska and M. Gorynia [25: p. 5] are of the 
opinion a universal and generally acceptable definition of enterprise competitiveness does 
not exist. In effect, the notion may have diverse meanings for different researchers or stake-
holders in business entities. Absence of an unambiguous, generally acceptable definition of 
competitiveness is exacerbated by the fact experts propose their own classifications, thus 
constructing more definitions, for the purposes of their research.

Enterprise competitiveness is influenced by a range of factors [26: p. 217], i.e.:
 – internal (tangible, intangible, human, and financial) resources,
 – result-driven (products, distribution, economic conditions of market exchange),
 – external (subjective and qualitative).

The first group, that is, resources, makes up competitive potential of an enterprise. Their 
skillful application decides possibilities of competing and assures maintenance of competi-
tive standing in future. Result-driven factors, or instruments of competing, depend on internal 
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factors. This is by means of these instruments that an enterprise struggles for its competitive 
standing against rivals with increasing intensity. The third group of external competitiveness 
factors consists of subjective factors, which M.E. Porter names driving forces of competition, 
and qualitative factors, that is, macro-environment.

M.E. Porter [27] believes a firm’s ability to compete is the greater, the lower the risk of 
rivals bringing new production capacities and considerable resources and being capable of 
interfering with realization of activities in line with existing pattern entering its sector. The 
threat of entry in a given sector depends on entry barriers combined with responses from 
existing competitors a new rival can expect. M.E. Porter distinguishes the following barriers:

 – Economies of scale – reduction of unit product cost as production volume rises in a unit 
of time. They force an entrant to operate on a large scale and become exposed to sharp 
responses of existing enterprises or to operate on a small scale and accept a poorer cost 
situation.

 – Diversification of products – firms existing in a sector have established brands and loyal 
customers, which forces entrants to incur large spending to overcome current loyalties 
in the sector.

 – Capital requirements – a serious barrier to starting activities in a sector as they are asso-
ciated with substantial risks, which gives advantage to existing businesses.

 – Access to channels of distribution – an entrant in a sector must provide for distribution 
of its products by means of discounts and rebates. The more limited the number of dis-
tribution channels of a given product, the harder it is to enter a sector.

 – Weaker cost situation regardless of scales – firms in a sector may enjoy a better cost situ-
ation regardless of their size and outcomes owing to exclusive ownership of know-how, 
patents, sources of raw materials, and advantageous location.

 – State policies – a government may restrict entry in a sector with appropriate tools like 
compulsory licensing, limited access to raw materials, need to meet environment pro-
tection standards, etc.

M. Gorynia and B. Jankowska [28] claim competitiveness is a theoretical concept re-
ferring to market potential for regulation. Conduct of businesses boils down to rivalry, com-
peting, and confrontation in the market. Competitiveness can be assumed to mean the ability 
to compete, that is, survive and operate in a competitive environment. In the long run, the 
attribute of competitiveness applies to an organization capable of surviving, while in the 
short term, an advantage over rivals is a feature of competitiveness.

Competitiveness is a fundamental parameter serving to evaluate an enterprise. However, 
it is vague, complex, many-sided, and multi-dimensional. As a result, estimating competi-
tiveness requires addressing a number of aspects in an enterprise. Therefore, some authors 
have decomposed and defined elements of enterprise competitiveness (e.g. [29–31]).

M. Gorynia [19] proposes to describe competitiveness of an enterprise along three di-
mensions (groups of variables): competitive standing in future, competitive potential, and 
competitive strategy (instruments of competing). Strategy of competition is presented as 
a formulated response to the question about areas in which an enterprise is to compete (mar-
kets and segments), products it is to offer, and ways of securing continuing competitive ad-
vantage on specific conditions. The author additionally considers instruments of competing 
as components of a competition strategy [25].
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3. Methods

Significance of individual factors of enterprise competitiveness (observable variables) 
was measured and evaluated by means of Exploratory Factor Analysis (EFA), which con-
sists in identification of main factors and examining their correlations with all observable 
variables. It is designed to identify all factors potentially inherent in correlations of a given 
system of variables while preserving as much information as possible from primary variables 
and then reducing these factors [32].

This analysis has been created by psychologists Ch. Spearman [33] and L.L. Thur-
stone [34]. Ch. Spearman introduced the notion of single general factor to explain results of 
IQ testing. It was only L.L. Thurstone who laid theoretical foundations for the factor analysis, 
which aims at identifying all factors potentially inherent in correlations of a given system of 
variables while preserving as much information as possible from primary variables and then 
reducing these factors. The possibility of determining an optimum number of latent variables 
that help to explicate relations among a number of observable variables is the key advantage 
of the Exploratory Factor Analysis [35: p. 280].

The method of principal components analysis, a typical method of classifying variables 
(reducing data), is applied. It was developed by H. Hotelling in 1933 [36, 37]. This method 
transforms primary variables into a set of new, non-correlated variables known as principal 
components [38: p. 222]. It is intended to reduce a set of indicators to factors.

In the following step of the analysis, a matrix of factor loadings was created that con-
sisted of observable variables and the factors containing maximum information. A matrix of 
factor loadings allows for identification of distinct principal components that are defined by 
means of such sets of primary variables that exhibit particularly high loading value modules 
[39: p. 84].

An optimum number of factors (factor loadings) was selected on the basis of Kaiser 
criterion which stipulates preserving factors with characteristic values above 1 and Cattel’s 
scree test. The method involves specifying a number of factors based on a diagram with 
a number of factors on its horizontal axis and determined characteristic values along its 
vertical axis. The number of factors eligible for further analysis is based on the so-called 
inflection points that indicate where a curve’s angle of inclination changes [37: pp. 30–55]. 
The analysis should address factors that make up the so-called slope while ignoring those 
constituting the so-called scree on a diagram plotted by joining points which describe char-
acteristic values (variance) of subsequent factors [40: p. 95].

In order to generate the so-called simple factor structure, the matrix of factor loadings 
was subject to Varimax rotation in order to simplify factor interpretation by minimizing the 
number of variables needed to explicate a given factor. Statistica 12 and an auxiliary MS Ex-
cel 2016 spreadsheet were used as tools of the data analysis.

4. Characteristics of research sample

The study was carried out in January 2018 and applied to large enterprises operating 
in Poland. The sample was random stratified. As of 30.06.2017, the general set consisted 
of 4436 large enterprises [41: p. 30]. 1600 enterprises were drawn from that population 
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so as to guarantee each individual in the general set an equal chance of selection for the 
sample. The resultant sub-group represents and is representative of the entire population, 
that is, it allows for making conclusions applicable to the general set. The method of 
Computer-Assisted Telephone Interview (CATI) produced 264 correctly completed survey 
questionnaires.

The number of correctly completed surveys was n = 264, which means, assuming 
α = 95% and β = 6%, results of the analysis are representative of the general population.

The empirical part of the study employed the survey method, with an original ques-
tionnaire serving as the research tool. It consisted of two parts: particulars and contents. 
Six objective (or close to objective) criteria were adopted as part of the former to char-
acterize the sample. The latter section utilized 34 variables (competitiveness factors) re-
corded along 10‑point ordinal scales, with 1 denoting low and 10 high significance. They 
were divided into three groups defining three dimensions of enterprise competitiveness. 
5 variables (market share, financial standing of enterprise, knowledge of enterprise and its 
products in the market, customer satisfaction, implementation of Corporate Social Respon-
sibility), 16 variables (financial liquidity of enterprise, enterprise profitability, equity level 
in enterprise, customer loyalty, extensive network of distribution, correct management of 
IT infrastructure, quality of managerial staff, creativity of workers, condition of plant and 
machinery, research and development activities of enterprise, technical standard of prod-
ucts, mastery of technologies, creation of strong product brand, availability of materials, 
standard of servicing, implementation of Corporate Social Responsibility), 13 variables 
(quality of product/ service, quality of support, product brand, advertising, public relations, 
enterprise image, highly qualified workers, product pricing, innovative products, range 
of products, matching of product structure to consumer demand structure, availability of 
products, implementation of CSR) were employed as part of the particular dimensions, 
respectively.

The survey questionnaire contained six particular questions (discriminating variables) 
to characterize the enterprises studied. The first question asked about legal and organizational 
form of an enterprise. The limited liability company was the basic format, accounting for 
more than 72% of the firms. It was followed by joint‑stock companies (more than 17%). 
Sector of an enterprise was the second criterion formally discriminating the sample. Trade 
and service entities were the largest group (104, or ca. 40% of all the businesses). The second 
largest comprised manufacturing industrial and chemical enterprises (approximately 30%). 
Enterprises dealing with consumer goods and fuel extraction and energy made up the small-
est groupings of the enterprises, 2.27% and 2.65%, respectively. Type of prevailing capital 
was another variable discriminating the groups of enterprises. Analysis suggests domestic 
capital prevailed in 221 enterprises, while more than 16% firms had majorities of foreign cap-
ital. Area of enterprise activities was the next particular variable. The data indicate more than 
a half of the enterprises, namely, 54.92%, were active in both the domestic and international 
markets. Barely six firms were oriented solely towards foreign markets. Socially responsible 
actions (Corporate Social Responsibility) was another variable discriminating the set. The 
data collected show more than 70% of the enterprises examined (i.e. 186) have implemented 
socially responsible actions. Fewer than 30% enterprises, on the other hand, failed to engage 
in any actions relating to protection of the natural environment or aid to the local community. 
The situation is illustrated in Table 1.
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Table 1. Sample structure in respect of legal and organizational form of enterprises

Specification

Legal and organizational form of enterprise (in %)

 

0 10 20 30 40 50 60 70 80

Other
Limited partnership
General partnership
General partnership
Joint-stock company

2.65
2.27

5.3
72.35

17.42

Enterprise sector (in %)

 

0 5 10 15 20 25 30 35 40

Other
Trade, services

Telecommunications, technology, media, entertainment
Industrial and chemical manufacturing

Fuel extraction, energy
Pharmacy and healthcare

Consumer goods
Banking, insurance, finance

10.98
39.39

6.06
29.55

2.65
4.93

2.27
4.17

Type of capital prevailing in enterprise (in %)

 

0 20 40 60 80 100

Domestic
Foreign

83.71
16.29

Territory of enterprise operation (in %)

 

0 10 20 30 40 50 60

Domestic and foreign markets
Foreign market

Domestic market

54.92
2.27

42.81

Socially responsible actions (Corporate Social Responsibility) (in %)

 
 

 

0 10 20 30 40 50 60 70 80

No

Yes
29.55

70.45
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Registered office of an enterprise was another variable discriminating the sample. The 
data indicate most firms were based in Mazowieckie (56) and Śląskie (36) regions. Their 
shares corresponded to 21.21% and 13.64%, respectively. Most enterprises were distribut-
ed evenly, with their proportions ranging between 3–8%. Fewest were recorded for Opol-
skie (1.90%), Lubuskie, and Świętokrzyskie (2.27% each) regions. Results for this particular 
variable are shown in Figure 1.

 
0 5 10 15 20 25

zachodniopomorskie

wielkopolskie

warmińsko-mazurskie

świętokrzyskie

śląskie

pomorskie

podlaskie

podkarpackie

opolskie

mazowieckie

małopolskie

łódźkie

lubuskie

lubelskie

kujawsko-pomorskie

dolnośląskie

5.68

1.9

3.41

2.27

13.64

6.06

3.41

4.55

1.89

21.21

5.56

6.82

2.27

3.41

5.56

5.56

Fig. 1. Sample structure with regard of regions of enterprises’ registered offices [%]

5. Results

Exploratory Factor Analysis serves to explicate interrelations among the observable 
variables. Cattel’s scree test (1966), on the other hand, was used to determine the number 
of factors, according to which only the factors building the so-called slope were taken into 
account in further analysis and those making up the so-called scree were ignored on a graph 
plotted by joining the points describing characteristic values (variance) of successive factors, 
as well as Kaiser criterion (1960) that says factors with characteristic values above 1, that is, 
loaded with a minimum of one observable variables, can be included.

A factor scree diagram of characteristic values contributed to the model by particular 
factors is shown in Figure 2.
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Figure 2 shows a sharply declining curve turning into a mild factor scree after eleven 
individual factors. This means the subsequent factors contain little information, or have low 
characteristic values, and are therefore rejected. A model of eleven factors is adopted for the 
purposes of further analysis. Table 2 includes a matrix of characteristic values for the selected 
factors.

Table 2. Matrix of characteristic values for factors describing enterprise competitiveness in Poland

Factor Characteristic 
value

General variance 
[%]

Accumulated 
characteristic value

Accumulated 
percentage [%]

F.1 3.39 9.97 3.39 9.97
F.2 2.73 8.02 6.12 17.99
F.3 2.58 7.57 8.69 25.56
F.4 2.06 6.05 10.75 31.61
F.5 1.83 5.39 12.58 37.00
F.6 1.69 4.97 14.27 41.97
F.7 1.54 4.54 15.81 46.51
F.8 1.24 3.64 17.05 50.15
F.9 1.21 3.55 18.26 53.70
F.10 1.12 3.30 19.38 57.00
F.11 1.05 3.10 20.43 60.10

The data imply the subsequent characteristic values, that is, parts of the explicated vari-
ance for the eleven factors, are in the range <1.05; 3.39>. There are no dramatic dispropor-
tions, since each factor is explained by 3.10% to 9.97% of the overall variance. This is proof 
the identified factor structure is uniform, which means roles of all the factors are significant. 

Fig. 2. Scree diagram of characteristic values for competitiveness factors

Source: The authors’ own compilation
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The accumulated characteristic value for the eleven factors is 20.43. It means the system of 
factors explicates as much as 60.10% of the total variance and the model formulated below 
well matches the reality studied.

In order to improve and produce the so-called simple factor structure, the matrix of 
factor loads was subject to Varimax rotation to simplify interpretation of the factors by mini-
mizing the number of variables required to explicate a given factor. Table 3 shows a matrix of 
factor loadings for the factors describing dimensions of enterprise competitiveness, namely, 
the correlation between the observable variables and factors introduced to the model. A min-
imum significant correlation was assumed to be 0.6.

Table 3. Matrix of factor loadings for factors of enterprise competitiveness

Variable
Principal components (the loadings are greater than 0.6)

Factor loads (normalised Varimax)
F.1 F.2 F.3 F.4 F.5 F.6 F.7 F.8 F.9 F.10 F.11

1 0.00 0.11 0.05 0.66 0.17 −0.07 −0.11 0.16 −0.09 0.01 0.01
2 0.11 −0.10 −0.06 0.26 0.54 −0.23 −0.04 −0.04 0.06 0.36 0.02
3 0.01 −0.02 0.00 0.81 0.01 0.12 0.14 −0.05 0.05 0.02 −0.06
4 −0.01 −0.02 −0.02 0.77 −0.09 0.07 0.02 −0.10 0.04 −0.02 0.00
5 0.06 0.00 −0.06 0.14 −0.14 0.67 −0.04 −0.14 −0.06 0.24 0.10
6 −0.11 0.08 0.08 0.10 0.74 0.07 0.02 0.10 0.02 0.07 0.09
7 −0.01 0.00 −0.03 −0.04 0.74 −0.12 0.16 −0.15 0.04 0.03 −0.04
8 0.26 −0.10 0.16 −0.13 0.60 0.21 −0.01 0.06 0.03 −0.19 −0.05
9 0.39 0.00 −0.19 0.03 0.18 0.02 0.28 0.30 0.21 −0.03 0.19
10 0.27 0.60 −0.18 0.11 −0.02 0.10 0.08 −0.08 0.00 0.13 0.27
11 −0.15 0.22 −0.49 0.08 −0.13 0.05 0.04 0.27 −0.31 −0.01 0.12
12 −0.16 −0.11 0.06 0.14 0.19 0.09 0.75 −0.05 −0.09 0.13 0.03
13 0.19 0.20 0.06 −0.20 0.02 0.06 0.64 0.02 −0.05 0.10 −0.15
14 −0.05 −0.11 0.74 0.13 0.07 −0.08 0.09 0.05 −0.08 0.05 −0.02
15 −0.01 −0.01 0.77 −0.05 −0.05 0.00 0.05 −0.01 0.09 −0.01 0.12
16 0.02 −0.03 0.60 −0.02 0.14 0.04 −0.15 0.25 0.03 0.45 −0.03
17 −0.13 −0.11 0.31 0.07 0.01 0.07 0.23 0.26 −0.07 0.61 0.07
18 −0.02 0.68 0.02 −0.06 0.10 0.05 −0.19 0.09 0.02 −0.01 0.05
19 −0.20 0.00 −0.16 −0.12 0.00 0.19 0.00 −0.07 0.57 −0.08 0.45
20 0.00 0.20 0.06 −0.02 0.03 0.02 −0.01 0.03 0.03 0.09 0.78
21 0.13 0.12 0.08 0.06 0.10 0.75 0.01 0.03 −0.07 −0.18 0.05
22 −0.04 0.08 0.02 −0.05 0.04 −0.01 0.06 −0.14 0.12 0.74 0.02
23 −0.08 0.20 −0.26 0.06 0.00 −0.03 0.23 0.01 0.37 0.33 −0.40
24 −0.09 0.65 −0.17 0.13 −0.16 0.09 0.08 −0.05 0.09 −0.01 0.08
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Variable
Principal components (the loadings are greater than 0.6)

Factor loads (normalised Varimax)
F.1 F.2 F.3 F.4 F.5 F.6 F.7 F.8 F.9 F.10 F.11

25 0.79 0.07 −0.06 −0.03 0.06 0.09 0.03 0.10 0.04 −0.04 0.00
26 0.78 −0.18 0.11 0.00 −0.03 0.07 0.06 0.11 −0.07 −0.05 −0.07
27 0.27 −0.08 −0.02 0.15 −0.04 −0.14 0.54 0.31 0.16 −0.04 0.08
28 −0.40 0.58 0.05 −0.11 −0.01 −0.09 0.19 −0.05 0.13 −0.02 −0.12
29 0.13 0.22 0.25 −0.05 0.06 −0.05 0.03 0.00 0.43 0.25 0.08
30 0.02 0.04 0.09 0.10 0.06 −0.13 −0.06 0.18 0.72 0.04 −0.08
31 0.34 0.17 0.04 −0.09 0.01 −0.02 −0.08 0.64 0.10 0.04 −0.18
32 0.32 −0.39 0.28 0.00 −0.15 −0.01 0.16 0.51 0.11 0.00 0.11
33 0.03 −0.07 0.00 0.02 0.00 0.12 0.07 0.74 0.02 −0.03 0.07
34 0.01 0.04 −0.16 −0.04 0.01 0.70 0.10 0.36 0.04 −0.01 −0.08

Values in excess of 0.6 are bold. Variables loading the individual factors are easier to 
note in this way. Factor one (F.1) explicates 9.97% of the total variability and is represented 
by variables 25 and 26, i.e. advertising and public relations. The second factor (F.2) ex-
plains 8.02% of the overall variance and is represented by two variables, 18 and 24, that 
is, creation of strong product brand and product brand, Factor number three (F.3) expli-
cates 7.57% of the total variance and is represented by variables 14,15 and 16, namely, the 
condition of plant and machinery, an enterprise’s development activities, and technical stan-
dards of products. The fourth factor (F.4) explains 6.05% of the total variability and is rep-
resented by variables 1,3 and 4, that is, market share, knowledge of an enterprise and its 
products in the market, and customer satisfaction. Factor number five (F.5) explains 5.39% 
of the total variability and is represented by variables 6 and 7, or financial liquidity and 
profitability of an enterprise. The sixth factor (F.6) explicates 4.97% of the total variance and 
is represented by variables 5, 21 and 34. This is implementation of CSR, a factor present in 
three dimensions of enterprise competitiveness, i.e. competitive standing, competitive poten-
tial, and instrument of competing. The seventh factor (F.7) explains 4.54% of the total vari-
ance and is represented by variables 12 and 13, which are quality of management staff and 
creativity of workers. Factor number eight (F.8) explains 3.64% of the total variability and is 
represented by variables 31 and 33, namely, product range and availability of products. The 
ninth factor (F.9) explicates 3.55% of the total variance and is represented by variable 30, or 
innovativeness of products. Factor ten (F.10) explains 3.30% of the total variability and is 
represented by variables 17 and 22, that is, mastery of technology and quality of product/ ser-
vice. The eleventh factor (F.11) explicates 3.10% of the total variance and is represented by 
a single variable, 20, the standard of servicing.

The approach suggested by literature was adopted of naming factors after variables with 
maximum factor loadings or after a shared characteristic. In effect, the first factor was termed 
‘marketing communication’, factor 2 – ‘brand’, 3 – ‘enterprise innovativeness’, 4 – ‘effect of 
marketing’, 5 – ‘financial standing of enterprise’, 6 – ‘CSR’, 7 – ‘human capital’, 8 – ‘product 
range’, 9 – ‘innovativeness of product’, 10 – ‘quality’, and factor 11 – ‘standard of servicing’.

Table 3. cont.



125

The foregoing terminology served to develop a model of enterprise competitiveness in 
its three dimensions as illustrated in Figure 3.

The particular observable variables (points on the scale) are represented by means of 
polygons and divided into three categories, i.e. competitive standing of an enterprise, compet-
itive potential, and instruments of competing, whereas the factors are shown as oval shapes. 
Correlation dependences are illustrated with unidirectional arrows and mutual correlations 
among factors in the model are included in the circle described.

Only the ‘CSR’ factor acts on three competitiveness dimensions at the same time as it 
is loaded with implementation of CSR, a factor of competitive standing, competitive poten-
tial, and instrument of competing. The remaining factors are loaded with variables that are 
factors of one or two dimensions. An important role of advertising and public relations as 
instruments of competing deserves to be noted. They load the factor F-1, ‘marketing commu-
nication’. These variables load as much as 9.97% of the overall variance. This is presented 
in Table 4.

Fig. 3. Model of enterprise competitiveness
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Table 4. Factor-loading variables along the individual dimensions of competitiveness

Factor
Dimension of competitiveness

Competitive 
standing

Competitive 
potential

Instruments of 
competing

F.1 – marketing communication – – 2

F.2 – brand – 1 1

F.3 – enterprise innovation – 3 –

F.4 – effect of marketing actions 3 – –

F.5 – financial standing of enterprise – 2 –

F.6 – CSR 1 1 1

F.7 – human capital – 2 –

F.8 – product range – – 2

F.9 – product innovativeness – – 1

F.10 – quality – 1 1

F.11 – standard of servicing – 1 –

Most variables (11) load the 7 factors defining competitive potential, whereas merely 
4 variables affect competitive standing of enterprise. 8 instruments of competing variables 
load 7 factors. This implies 23 variables tested influence competitiveness of large enterprises.

6. Conclusion

Competitiveness of enterprises is the object of multiple analyses. Specialist literature 
fails to offer synthetic studies to identify key factors that would serve to evaluate competi-
tiveness of enterprises, though.

The authors’ study of 264 large enterprises has defined factors of competitiveness as 
measured in three dimensions: competitive standing of an enterprise, competitive potential, 
and instruments of competing. Based on managers’ opinions on significance of the particular 
variables (factors) to be rated 1 to 10 and using Exploratory Factor Analysis, an original mod-
el of enterprise competitiveness consisting of eleven factors has been developed.

Its analysis suggests:
 – ‘CSR’ explains 4.97% of the total variance. It is the only factor acting on three dimen-

sions of competitiveness at the same time. It is loaded by the variable implementation of 
CSR, a factor of competitive standing, competitive potential, and instrument of compet-
ing. This means CSR affects competitiveness of enterprises in a statistically significant 
way, which confirms hypothesis H1.

 – The variables advertising and public relations, instruments of competing, load fac-
tor C.1, ‘marketing communication’, and explain 9.97% of the overall variability. This 
implies that these are statistically significant instruments of competing, which corrobo-
rates hypothesis H2.
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Measurement of enterprise competitiveness is a multi-dimensional area of research. The 
set of factors proposed here is not final or exhaustive, therefore. It may be extended with 
factors concerning both nature of business and macro-environment of enterprises.
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1. Introduction

Interest in Corporate Social Responsibility (CSR) and actions in this area are an increas-
ingly common practice of enterprises. CSR is a new role of organizations in society, a new 
vision of partnership and a new treatment of this idea as part of enterprise strategy [1]. Any 
actions by contemporary firms are bolstered by an awareness care for quality of goods and 
services are insufficient in itself. For an enterprise to operate in the market properly, its strat-
egy must address elements like: care for the natural environment, for broadly‑defined safety 
of human resources, interests of the local community and society as a whole.

J. Adamczyk [2] is of the opinion CSR means encouraging enterprises to improve work-
ing conditions and to create public welfare to an extent broader than required by law. Ben-
efits of CSR implementation for enterprises and society are commonly seen as sources of 
competitive advantage of socially responsible enterprises. It is the objective of this chapter to 
explore impact of implementation of the CSR concept on choice of factors determining en-
terprise competitiveness measured along three dimensions (competitive level of enterprises, 
competitive potential of enterprises, and instruments of competition).

Results of empirical research are presented into factors of enterprise competitiveness 
carried out among 264 large enterprises operating in Poland.

Two research hypotheses are posited:
 – H1: Enterprise actions in the field of CSR have a statistically significant effect on selec-

tion of factors defining competitive standing of such enterprises.
 – H2: Enterprise actions in the field of CSR have no impact on choice of factors determin-

ing their competitive potential and instruments of competition.

The hypotheses are verified by means of non‑parametric ANOVA. Kruskal–Wallis and 
Mann–Whitney U tests served to establish if the resultant differentiation can be generalized 
to the population of large enterprises in Poland
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2. CSR and enterprise competitiveness

The contemporary approach to CSR can be regarded as: a philosophy of business activ-
ity [3, 4], a management concept [5], factor of competitiveness [6, 7], concept of enterprises 
voluntarily considering social aspects [8–10], pro‑social action [11], set of an organization’s 
commitments [12], action strategy [13], business necessity [14], and an important strate-
gic factor for enterprises in all sectors [15]. By following principles of CSR and exhibiting 
ethical business conduct, an enterprise is considered to enhance its goodwill [16, 17] and 
promote social development [18]. Such actions enhance differentiation of a given entity from 
its competitors [19, 20].

K. Chudy and U. Siedlecka [21] believe a continuing search for and utilization of unique 
(internal and external) factors distinguishing an enterprise in the market and helping it to gain 
a better standing than its competitors become sources of market success in a dynamically 
developing economy. In response to growing expectations of their environment, enterprises 
incorporate increasing numbers of social responsibility aspects in their strategies. The con-
cept of social responsibility, which not only contributes to achievement and acquisition of 
competitive advantage but also to provision of conditions conducive to social and economic 
development in an innovative manner, can therefore be treated as a major source of compet-
itive advantage. Functioning of enterprises in such a competitive market depends on social 
acceptance of methods and outcomes of their operation by both their social environment and 
its participants. Thus, social acceptance of an enterprise and its objectives determines exist-
ence of an organization.

According to M.E. Porter and M.R. Kramer [22], implementation of CSR to enterprises 
improves an entity’s competitive standing by way of charity, which increases goodwill. They 
believe charity of enterprises brings better results than individual charity does. According-
ly, an enterprise seeks best donation recipients (most commonly charity organizations that 
will take proper advantage of such funds and will thus contribute to publicizing the donor’s 
actions). An enterprise publicizes its commitment to social actions and the aims it supports 
more often than an organization to realization of such aims.

An enterprise’s standing in the market is currently determined by the way it is perceived 
by its staff, customers, partners, local authorities and communities and the latter’s needs are 
increasingly often reflected in long‑term strategies of company development. In the opinion 
of B. Rok [23], implementation of the CSR idea may help to solve major social challenges 
and attain a number of important social objectives, such as:

 – enhancing social integration by employing workers from excluded groups, inter alia;
 – investments in qualification improvement, continuing education and assuring employa-

bility, necessary to build competitiveness of the knowledge economy;
 – increasing enterprise innovativeness, primarily in respect of innovations serving to 

solve social problems;
 – strengthening the process of building intellectual capital, in particular, social capital, 

civic activity, trust, and strategic planning skills by propagating methods of stakeholder 
dialogue and participatory forms of management;

 – improving quality of life and public health as a result of voluntary enterprise initiatives 
in areas like health education, elimination of toxic chemicals, expanding the range of 
and access to services, inclusion of marginalized individuals in the market;
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 – more rational use of natural resources and cutting pollution, especially through invest-
ments in environmental innovations and voluntary adoption of environment manage-
ment and labelling systems;

 – developing a more positive image of business and entrepreneurs with society, which 
may assist with triggering entrepreneurship and creativeness, readiness to take risks, 
particularly among young people;

 – enhanced respect for human rights, protection of the natural environment and fundamen-
tal work standards, reduction of poverty, and helping suppliers to follow these principles.

The debate on the strategic potential of CSR and a possible relation between CSR and 
competitiveness has gained in importance in the last decade. The literature contains a gap, 
however, for a detailed analysis of CSR’s effect on growth of enterprise competitiveness. 
What is more, research has not been undertaken yet into effects of CSR on the three dimen-
sions of competitiveness, that is, competitive standing of an enterprise, competitive potential, 
and instruments of competition. Published results have focused on four problems: CSR as 
a source of an enterprise’s competitive advantage, role of CSR in an enterprise’s innovative 
activities, impact of CSR on financial results, and CSR reporting.

3. Methods

The study was carried out in January 2018. The sample was selected at random and com-
prised large enterprises operating in Poland. As of 30.06.2017, the general population con-
sisted of 4,436 enterprises [24]. 1600 firms were drawn out of that population so as to guar-
antee each member of the general set has an equal chance of finding itself in the sample. The 
resultant sub-group of the elements represents and is representative of the entire population, 
that is, it allows for conclusions concerning the general set. The method of Computer-Assist-
ed Telephone Interview (CATI) generated 264 correctly completed survey questionnaires.

The number of correctly filled surveys was n = 264, which means results of the analysis 
are representative of the general population assuming α = 95% and β = 6%.

The empirical study utilized an original survey questionnaire which consisted of two 
sections: metrics and contents. Six objective (or close to objective) criteria were adopted in 
the former to characterize the sample. In the other part, 34 variables (competitiveness factors) 
were recorded on 10‑point ordinal scales, with 1 denoting low significance and 10 – high 
significance. They were divided into three groups defining three dimensions of enterprise 
competitiveness. 5, 16 and 13 variables were used in the individual dimensions, respectively.

The study took advantage of the infrastructure and human resources of Voice Contact 
Center Sp. z o.o. of Warsaw, a member of OEX Group, a major business service provider in 
Poland. That enterprise’s share in the research was limited to providing the technical facilities 
for CATI interviews, generation of a random phone number database, and collection of the 
statistical materials, namely, interviews and recording of raw data as a spreadsheet. The study 
was prepared, its results compiled, and conclusions were drawn by the author herself.

Non-parametric methods are applied to variables measured on the ordinal scale. Mann–
Whitney U and Kruskal–Wallis tests were employed, therefore, to define variables differen-
tiating choice of enterprise competitiveness factors.
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Mann‑Whitney U test was used for differentiating variables with two codes in order to 
verify the hypotheses of insignificant differences between medians of the test variable in two 
populations (with the variable distributions close to each other) [25]. In respect of differenti-
ating variables with more than two codes, on the other hand, Kruskal–Wallis test was utilized 
[26]. This is a non-parametric test helping to verify statistical hypotheses of variations of the 
individual dimensions across the groups.

The survey questionnaire used in the study contained six metric (differentiating variable) 
questions characterizing enterprises. Analysis of the test sample shows the limited liability 
company was the principal organizational status. These accounted for more than 72% of all 
the businesses. Joint-stock companies followed (more than 17%). The remaining enterprise 
classes constitute less than 6% each. Service and trade firms constituted the largest grouping 
(104 entities, or approx. 40% of all the firms). These were followed by industrial manufac-
turing and chemical enterprises – their share was approximately 30%. Enterprises dealing 
with consumer goods, fuel, extraction and energy generation were the smallest groups of 
businesses: 2.27% and 2.65%, respectively.

Registered address of enterprises was the third variable differentiating the sample. 
A majority of firms were based in Mazowieckie (56) and Śląskie (36) regions. Their shares 
accounted for 21.21% and 13,64%, respectively. Most enterprises were evenly distributed 
across regions, with shares in the range 3%–8%. Fewest businesses were located in Opol-
skie (1.90%), Lubuskie and Świętokrzyskie (2.27% each) regions. Majority capital was an-
other variable differentiating the enterprise group studied. Analysis suggests domestic capital 
prevailed in 221 enterprises, with firms with majority foreign capitals accounting for more 
than 16%. Field of enterprise operations was the next metric variable. The data imply more 
than a half of the enterprises, i.e. 54.92%, were active in both the domestic and international 
markets. Merely six businesses only targeted the international market.

CSR actions were the final variable differentiating the sample. It can be noted more 
than 70% of the enterprises studied (i.e., 186 entities) have implemented CSR actions. Fewer 
than 30% firms did not engage in actions relating to environment protection or help for the 
local community, on the other hand.

The situation is illustrated in Table 1.

Table 1. Structure of the study sample according to specific criteria

Criterion Number Percentage 
[%]

Organizational status of enterprises

Joint-stock 46 17.42

Limited liability 191 72.35

General partnership 14 5.30

Limited partnership 6 2.27

Other 7 2.65
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Enterprise sector
Banking, insurance and financial sectors 11 4.17
Consumer goods 6 2.27
Pharmaceutical and medical 13 4.93
Extraction, fuels, energy generation 7 2.65
Industrial and chemical manufacturing 78 29.55
Telecommunications, technology, media, entertainment 16 6.06
Services, trade 104 39.39
Other 29 10.98

Location of enterprise’s registered address
Dolnośląskie region 15 5.68
Kujawsko-Pomorskie region 15 5.68
Lubelskie region 9 3.41
Lubuskie region 6 2.27
Łódzkie region 18 6.82
Małopolskie region 15 5.68
Mazowieckie region 56 21.21
Opolskie region 5 1.89
Podkarpackie region 12 4.55
Podlaskie region 9 3.41
Pomorskie region 16 6.06
Śląskie region 36 13.64
Świętokrzyskie region 6 2.27
Warmińsko‑Mazurskie region 9 3.41
Wielkopolskie region 22 8.33
Zachodniopomorskie region 15 5.68

Type of majority capital in enterprises
Prevailing domestic capital 221 83.71
Prevailing international capital 43 16.29

Area of enterprise operations
Domestic market 113 42.80
Foreign market 6 2.27
Domestic and foreign market 145 54.92

Socially responsible actions
YES 186 70.45
NO 78 29.55

Table 1. cont.
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4. Results

Analysis of Corporate Social Responsibility’s effect on enterprise competitiveness em-
ployed the final differentiating variable: actions in the field of Corporate Social Responsibil-
ity. Figure 1 shows levels of enterprise competitiveness factors divided by average values 
relative to this variable.

 

7.42

6.94

7.19

7.23

6.95

7.28

I

II

III

No Yes

Fig. 1. Average enterprise competitiveness factors divided with regard to Corporate Social 
Responsibility actions: I – factors of enterprise competitive standing, II – factors of enterprise 

competitive potential, III – instruments of enterprise competition

Analysis of the data in Figure 1 implies the enterprises active in the field of CSR (YES) 
rated competitive standing factors most highly (7.42), whereas the enterprises not conducting 
actions in this field (NO) attributed maximum significance to factors of competitive poten-
tial (6.95) and instruments of competing (7.28).

Standard deviations of enterprise competitiveness factors in respect of this metric vari-
able are presented in Figure 2. Analysis of these data implies the most scattered responses 
related to competitive standing factors, whereas they were most consistent with regard to 
importance of enterprise competitive potential. The enterprises that have introduced the con-
cept of Corporate Social Responsibility exhibited lower standard deviations for factors of 
competitive potential and instruments of competition than the firms without CSR.

It was subsequently tested whether the foregoing differentiation can be generalized to 
the population of large enterprises in Poland. Since the differentiating variable has two codes 
(YES, NO), Mann–Whitney U test was employed. Test results are contained in Table 2.

The following hypotheses were postulated:
 – H0: Average value of enterprise competitiveness factors (for its three dimensions) is 

identical for the variable category of CSR actions.
 – H1: Average value of enterprise competitiveness factors (for its three dimensions) is not 

identical for the variable category of CSR actions.
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If p ≤ α, H0 must be rejected and the alternative H1 needs to be accepted, whereas if 
p > α, there are no grounds for rejecting H0.

Table 2. Test results for values of enterprise competitiveness factors divided in respect of conducting 
Corporate Social Responsibility actions

No. Zero hypothesis Test Significance Decision

1

Average factors of enterprise com-
petitive standing are identical for the 
category variable of conducting CSR 
actions

Mann–Whitney 
U test

0.001 reject the zero 
hypothesis

2

Average factors of enterprise com-
petitive potential are identical for the 
category variable of conducting CSR 
actions

0.942 accept the zero 
hypothesis

3

Average factors of enterprise com-
petition instruments are identical for 
the category variable of conducting 
CSR actions

0.953 accept the zero 
hypothesis
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0.25

0.31

0.4

0.26

0.37

I

II

III

No Yes

Fig. 2. Standard deviations for competitiveness factors as divided with regard to CSR actions: 
I – factors of enterprise competitive standing, II – factors of enterprise competitive potential, 

III – instruments of enterprise competition
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The data in Table 2 imply the zero hypothesis should be rejected for factors of enterprise 
competitive standing, since the boundary probabilities are lower than the assumed level of 
significance (α = 0.05). The zero hypothesis must be accepted with regard to the remaining 
factors of enterprise competitiveness, on the other hand. This means Corporate Social Re-
sponsibility actions are the variable differentiating only the choice of competitive standing 
factors in the general population.

5. Conclusions

Socially responsible enterprises attempt to increase their goodwill in the long term, but 
also conduct actions for the environment and improved relations with stakeholders. These 
actions may boost competitiveness of enterprises.

In light of results of the author’s own research that consisted in surveying 264 enterprise 
operating in the Polish economy concerning effects of CSR on choice of competitiveness 
factors, the following can be concluded:

 – Socially responsible actions by enterprises affect selection of factors determining com-
petitive standing. Application of Mann-Whitney U test resulted in rejection of the zero 
hypothesis: average value of enterprise competitive standing factors is identical for the 
variable category of CSR actions. This means conduct of socially responsible actions is 
the variable differentiating only choice of the enterprise competitive standing factors for 
the adopted level of significance (α = 0.05). The hypothesis H1 has been successfully 
verified.

 – Socially responsible actions by enterprises have no impact on choice of factors defining 
competitive potential and competition instruments of enterprises. Two zero hypothe-
ses were accepted following application of Mann–Whitney U test: average value of 
enterprise competitive potential factors is identical for the variable category of CSR 
actions and average value of enterprise competition instruments is identical for the vari-
able category of CSR actions. This means conduct of socially responsible actions is not 
a variable differentiating choice of factors determining enterprise competitive potential 
and instruments of competition for the adopted level of significance (α = 0.05). The 
hypothesis H2 has been successfully verified.

Measurement of enterprise competitiveness is an important and multidimensional area 
of research. Studies should be carried on, therefore, concerning selection of factors serving 
to evaluate levels of enterprise competitiveness.
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1. Introduction

One of the approaches to modelling of future enterprises involves a systemic model of 
enterprise improvement. The model is based on identified stages of improvement and spe-
cific management methods used in the selected areas of activity. The enterprise’s flexibility 
involves not only adjusting to the changes taking place in the environment, but also the pos-
sibility of selecting numerous scenarios generated inside the organization [1: p. 22].

The new economic reality triggers activities pertaining to shaping the model of the or-
ganization of the future, while the latter boasts its learning skills, creativity, ability to manage 
through flat organizational structures. Today, when the world is becoming more and more 
complicated and unpredictable, people begin to notice the need to create new organizational 
forms. Responding to and meeting challenges in the form of unpredictable changes likely to 
occur in the nearest future, are, to a large extent, dependent on our ability to create new ideas 
as to the future of management [2, 3]. In order to properly carry out the process of developing 
future organizations one should ponder on the following questions: what managerial model 
or what criteria should we consider in order to be able to deal with new challenges posed by 
enterprises of the future.

Virtual organization is a promising model of the 21st century organization, which model 
is applied to increase the effectiveness of the entire organization and its flexibility measured 
by the level of the enterprise’s adjustment to changes occurring within the environment, with 
a special emphasis put on the employment of telecommunications technology.

The aim of the chapter is to find answers to the following research questions:
 – What model or approach should be employed to create an optimal organization in terms 

of changes occurring in the environment?
 – What valued economic tendencies should be considered while creating a company in 

the new economic reality?
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 – What organizational structures will be optimal in the process of developing a 21st cen-
tury enterprise?

 – What should the individual and collective work in the modern organization be like?

Upon analyzing the environment and activity of enterprises and conducting literature re-
search, the author attempts to create a new approach to the development of enterprises in the 
changeable environment. With a many-year experience in managing small and medium-sized 
enterprises, the author has acted as a counsellor and expert in enterprise management.

2. Enterprise in new economic reality

In 1960s, P. Drucker warned that ‘enterprises would not able to exist without custom-
ers’. Enterprises and customers are intertwined, at least because of reciprocal services, and 
hence, one cannot successfully operate without another [4: p. 89]. The flexibility of organi-
zational system is reflected in its ability to initiate and implement changes aimed at adjusting 
to new situations in which the organization’s operative strategy is to be implemented. Due to 
its flexibility, the organizational structure is able to react to changes coming from the inside 
and changes of the environment. Great flexibility of organizational structures is a pre‑condi-
tion for obtaining a complex readiness of the said organization to accept adaptation changes 
[5: p. 128].

Managing is seen as a practical activity; it involves conscious and deliberate actions 
of people who are attempting to change current economic and social reality. With regard to 
the foregoing, the main function of management science is the projective one – determining 
recommendations on how to improve the management process. The border between scientific 
research and practical activities seems to be rather small. It refers, in particular, to numer-
ous non‑routinized engineering activities that show all basic features of scientific activity, 
e.g. putting research findings into practice [6: p. 115]. Perhaps we are heading to new ways 
of running a business and working in there. Perhaps future enterprises will manage to suc-
cessfully combine innovativeness and profitability, and new ways of management will blur 
the divisions between innovativeness and profitability, cheerfulness and severity, work and 
free time will [7].

Managing the 21st century company entails understanding and accepting the change-
ability, complexity and multi‑aspect character, where fluidity and instability are a common 
occurrence, regarded, in some cases, as something obvious [8: p. 25].

Currently, one can notice the following trends in the economy [9: pp. 35–36]:
 – drive to become aware of the enterprise’s structure of activities,
 – subordinating the organization to the structure of activities,
 – drive for specialization,
 – outsourcing: transferring of the management, including risk, onto other business 

partners,
 – inclination to have recourse to alliances,
 – decentralization of management,
 – teambuilding: creating social integration between employees and the environment.
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The organization of the future will be based on an ever-growing commitment of all 
employees of the enterprise, improved competitiveness of the enterprise with the purpose of 
struggling more aggressively for its own development. The idea of the Total Quality Manage-
ment (TQM) affecting all areas of the enterprise will become a standard within the process 
of the enterprise’s development. TQM will be supported by the leaderships based on Total 
Quality Leadership (TQL). The latter is perceived as a style, and course of acting and man-
aging tasks adopted by dynamic leaders [10: pp. 75–77].

The enterprise of the future will be characterized by interactions between teams and 
the environment, also under the form of information processes. While managing the en-
terprise of the future in a modern way, one will have to deal with an open system covering 
multi-directional bonds among particular subsystems, processes and projects which, thanks 
to the flexibility of the internal structure, are able to adjust to changes. As the ever‑growing 
number of tasks is performed by teams which, on their hand, exceed traditionally determined 
boundaries of competencies, the significance of the teams to the process of management 
is becoming more and more essential. How to supervise and control teams responsible for 
projects or processes?

Setting the employees in the center of the processes and granting responsibility to them 
stimulate their creativity. Employees are thus encouraged to create procedures tailored to 
changing situations, within a given process and within the scope of multi-functional teams. 
That is why, any development of team structures and responsibilities may indicate trends 
encompassed by far-reaching goals of the enterprise, and tactical and operational goals which 
determine the boundaries and roles of particular teams.

The enterprises of the future will be established on the ground of knowledge and skill 
resources; the said enterprises will attempt to fully use diverse abilities and skills of people, 
in order to become learning organizations [11: p. 102]. Task teams will focus around pro-
cesses and projects. Nowadays, there appears a new definition of a company – an entity that 
relies on teams of specialists- and a new approach to the individual and team work. Properly 
established teams may be the ground for the effective operation of the company. The teams 
should include employees of various specializations, which allows for implementing the said 
competencies during the process of continuous changes. The teams will be target-oriented 
aggregations created ad hoc. Hence, the hierarchy cannot be forced upon, instead, it should 
emerge in a natural way, as a reply to ever changing, process- and project-related needs of the 
enterprise. In organizations which operate on the basis of the teams, the structure and course 
of problem-solving processes are characterized by their temporariness. Due to the fact that 
the project and, consequently, the project-related team have their limited duration, managing 
this temporary structure in an effective way will require from leaders of particular processes 
to have interpersonal skills and abilities to unite scattered teams in one complex mechanism. 
Teams have certain life cycles of their own – the cycles depend on the pace of these processes 
and projects. The best teams are put together when people are given the chance to pick the 
group they wish to work with. That is why one can measure the managers’ interpersonal skills 
through, e.g. finding out to what extent subordinates’ talents are utilized. The heart and soul 
of enterprises of the future are project teams, focused on the execution of a given task. On 
the basis of the teams, there naturally emerges an image of integrated organizations, acting 
to achieve a common goal [12].
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One should create modern organizational structures in such a way as to reduce or even 
eliminate unnecessary managerial actions. It is vital to attempt to strengthen the auxiliary 
function of the enterprise’s management, taking into account economic rationality. In the en-
terprises of the future, organizational structures should be established not only on the basis of 
internal elements, but also with consideration given to legally and economically independent 
entities operating in the closest environment. Enterprises operating under the 21st century 
conditions should consider requirements of the ‘new economy’ which focuses on intangible 
resources, namely intellectual capital. The concepts underlying the intellectual capital cover 
employees’ knowledge resources, their creativity and relevant information systems of the 
enterprise [13: p. 39].

3. Virtual global organization

The flexibility of its organizational structure allows the enterprise to introduce con-
tinuous changes in line with ever-changing environment. In the virtual global (networked) 
organization, the role of the decision center is limited to coordination, actions which sup-
port communication between fractals, motivation, promotion of the common vision relat-
ed to creation of the organizational culture. A success of the global organization notably 
depends on the employees’ commitment to matters affecting the whole organization, as 
well as to the issues pertaining to particular fractals and their loyalty. It is necessary to 
develop mechanisms which would allow to use employees’ knowledge in a better way. The 
loss of attractiveness of the organization can cause massive resignations of employees and 
the beginning of the organization’s end. Changes occurring in the environment will force 
the global organization to change its structure. The globalization is becoming a common 
occurrence and will affect more and more companies. The virtual global organization is 
a new organizational form which makes it possible to achieve wider market opportunities 
and increased operational effectiveness. In reference books, the notion of virtuality often 
corresponds to the following adjectives: apparent, imaginable, invisible, ubiquitous (the 
word virtual originates in a Latin virtus and means ‘able to exist, possible’). The basic 
feature of the enterprise’s virtuality is that it does exist, although it remains invisible [14]. 
The majority of authors consider virtuality as a phenomenon that cannot be seen (unlike its 
results), and therefore it is, in a sense, an invisible occurrence. In reference books one can 
notice a growing tendency that the notion of virtuality is either limited or narrowed. Some 
authors point out that ‘virtuality of economic processes means that more and more economic 
actions are performed electronically’ [15].

Managing a virtual organization needs to be based on trust. It is difficult to manage staff 
that one does not see [16: p. 61]. One should pose a question whether controlling, as a func-
tion of management designed to measure operation effectiveness is successful?

The global virtual organization is the most promising model of the 21st century organi-
zation. It is designed, practically speaking, to improve the entire organization’s effectiveness 
and flexibility, whereas the latter is defined by the enterprise’s ability to adjust to changes. 
Global virtual organizations consist of organizational entities which possess required com-
petencies. Members of the organizations can simultaneously take part in the execution of 
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numerous projects. The co-operation of human resources within the framework of the global 
virtual organization undergoes frequent changes, and is perceived as time-limited co-opera-
tion compliant with aims to be fulfilled. These particular determinants and co‑operation sys-
tems allow to decrease operating costs, reduce risks and improve the organization’s flexibil-
ity, in compliance with market needs. The organization’s flexibility means its ability to react 
to changes occurring in the environment, but, above all, it is an ability to introduce changes. 
The flexibility of the virtual organization mostly results from its structure; however, it also 
increases the risk of losing the organization’s coherence. The increased level of flexibility 
may result in higher operational costs [17: pp. 483–484].

Functioning of the global virtual organization in the conditions of the new economy 
needs to be established on unique resources, key processes and projects, quality, innovative-
ness and co-operation. Since organizational knowledge creates a useful database pertaining to 
methodical and practical aspects, one should assume that success is within reach of especially 
those organizations which consistently and consciously acquire new knowledge, disseminate 
it around the entire organization, and which are able to turn smoothly into intelligent organi-
zations. The assessment of the actual state of the business entity requires that its results are 
compared with the results of its competitors or any other entities that may constitute a model 
example in particular areas of its activity [18: p. 377].

Single-plant enterprises – the property of natural persons and general partnerships – 
are a basic legal and organizational form of conducting the business activity. Nowadays, 
the opportunities to develop organizations within their scope of activity – i.e. focusing 
solely on a single business or national market – are exhausting. The development of the 
enterprise should require a new strategy based on a more structured business activity 
[19: pp. 297–298].

Good practice is a process that allows to achieve a set aim in an effective and efficient 
way (the best result with the least effort), based on practically proven procedures, despite of 
possible unexpected problems [20: p. 45]. The operation of management systems is connect-
ed to the necessity of using tools and instruments. The level of diversity and complexity of 
the tools is growing in line with the enterprise’s development. Formal management systems 
and the level of their perfection is minor in big companies. It happens often that simple tools 
are used to collect data and visualize it, instead of analyzing a set aim, to name just one 
[21: p. 191]. The changed character of the modern enterprise is reflected in creation of new 
organizational forms, designed to meet new challenges. The said new forms are less formal, 
egalitarian and co-operative; they have created a proper link between the enterprise and its 
environment [22: p. 84].

Both power and hierarchy occupy an important place among social genres, particularly 
because of the fact that they impose on a leader a role of a dominator and main decision-mak-
er who imposes his/her will not only upon particular individuals but also upon the entire so-
cial group [23: p. 41]. It is a difficult and challenging undertaking to define an optimal size of 
an enterprise. How to measure the size of the enterprise whose production profile is diverse? 
What criteria should one adopt in order to determine the optimum size of the enterprise? In 
highly developed countries, big and very big enterprises are steadily growing in importance. 
Their share in the industrial production is high; they influence the market developments. 
However, it needs to be underlined that there are no true regularities in the way big enterpris-
es are established [24: pp. 202–207].
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4. Conclusions

Organizations have been operating in entirely different conditions that have generated 
the emergence of the new economy and its development. In order to meet current and pro-
spective challenges, organizations of the future are obliged to redirect their forces to human 
resources, endeavoring to extract the best from their staff [25]. It is not possible to create 
a company of the future without a greater emphasis on human needs. Only employee-friendly 
enterprises will enjoy the opportunity to develop themselves and compete with other orga-
nizations. As a result of already occurring slow changes, trust becomes the primordial goal, 
notably because of its fundamental role in interpersonal relations. Taking the foregoing into 
account, the organization of the future should be essentially based on trust; it should also con-
stantly improve trust management [26]. In this meaning, continuous improvement involves 
endeavors to seek new opportunities – amelioration of current standards. Every attempt to 
undermine the status quo is perceived as a basis for developing and grasping new opportuni-
ties. Willingness to change is the main prerequisite for every organization facing the process 
of continuous improvement, even for organizations of the future [27].

Modern organizations have been operating in more and more volatile conditions than 
they used to operate in the past. Thus, modern management-related science needs to face 
a particular challenge; it needs to seek solutions in terms of structuring the organization and 
management system in such a way as to be characterized by a great level of flexibility. The 
flexibility is understood as an ability to adjust to quick changes, or, more specifically, as an 
ability to adjust one’s reactions to changes occurring in the environment [28: p. 11].
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